
Precision Electron-Beam Polarimetry at 1 GeV Using Diamond Micro-strip Detectors

A. Narayan1, D. Jones2, J. C. Cornejo3, M. M. Dalton2,4, W. Deconinck3, D. Dutta1, D. Gaskell4, J. W. Martin5,

K.D. Paschke2, V. Tvaskis5,6, A. Asaturyan7, J. Benesch4, G. Cates2, B. S. Cavness8, L. A. Dillon-Townes4,

G. Hays4, E. Ihloff9, R. Jones10, P. M. King11, S. Kowalski12, L. Kurchaninov13, L. Lee13, A. McCreary14,

M. McDonald5, A. Micherdzinska5, A. Mkrtchyan7, H. Mkrtchyan7, V. Nelyubin2, S. Page6, W. D. Ramsay13,

P. Solvignon4, D. Storey5, A. Tobias2, E. Urban15, C. Vidal9, B. Waidyawansa11, P. Wang6, and S. Zhamkotchyan7

1Mississippi State University, Mississippi State, MS 39762, USA
2University of Virginia, Charlottesville, VA 22904, USA

3College of William and Mary, Williamsburg, VA 23187, USA
4Thomas Jefferson National Accelerator Facility, Newport News, VA 23606, USA

5University of Winnipeg, Winnipeg, MB R3B 2E9, Canada
6University of Manitoba, Winnipeg, MB R3T 2N2, Canada

7Yerevan Physics Institute, Yerevan, 375036, Armenia
8Angelo State University, San Angelo, TX 76903, USA

9MIT Bates Linear Accelerator Center, Middleton, MA 01949, USA
10University of Connecticut, Storrs, CT 06269, USA

11Ohio University, Athens, OH 45701
12Massachusetts Institute of Technology, Cambridge, MA 02139, USA

13TRIUMF, Vancouver, BC V6T 2A3, Canada
14University of Pittsburgh, Pittsburgh, PA 15260, USA and

15Hendrix College, Conway, AR 72032, USA

We report on the highest precision yet achieved in the measurement of the polarization of a low
energy, O(1 GeV), continuous wave (CW) electron beam, accomplished using a new polarimeter
based on electron-photon scattering, in Hall C at Jefferson Lab. A number of technical innovations
were necessary, including a novel method for precise control of the laser polarization in a cavity and
a novel diamond micro-strip detector which was able to capture most of the spectrum of scattered
electrons. The data analysis technique exploited track finding, the high granularity of the detector
and its large acceptance. The polarization of the 180 µA, 1.16 GeV electron beam was measured
with a statistical precision of < 1% per hour and a systematic uncertainty of 0.59%. This exceeds
the level of precision required by the Qweak experiment, a measurement of the weak vector charge
of the proton. Proposed future low-energy experiments require polarization uncertainty < 0.4%,
and this result represents an important demonstration of that possibility. This measurement is the
first use of diamond detectors for particle tracking in an experiment. It demonstrates the stable
operation of a diamond based tracking detector in a high radiation environment, for two years.

PACS numbers: 13.88.+e, 07.60.Fs

INTRODUCTION

High-precision physics experiments using polarized
electron beams rely on accurate knowledge of beam po-
larization to achieve their ever improving precision. A
parity-violating electron scattering experiment in Hall C
at Jefferson Lab (JLab), known as the Qweak experiment,
is the most recent example [1, 2]. The Qweak experiment
aims to test the Standard Model of particle physics by
providing a first precision measurement of the weak vec-
tor charge of the proton, from which the weak mixing
angle will be extracted with the highest precision away
from the Z0 pole. With the Qweak experiment proposed
to obtain a statistical precision of 2.1% on the parity-
violating asymmetry, the uncertainty goal for beam po-
larimetry was 1%. Two future precision Standard Model
tests at JLab, SOLID and MOLLER, have far more strin-
gent polarimetry requirements of 0.4% [3, 4].

In order to meet the high-precision requirement of the
Qweak experiment, a new polarimeter based on electron-

photon scattering (Compton scattering) was constructed
in experimental Hall C [2, 5]. This polarimeter could
be operated without disrupting the electron beam, al-
lowing for continuous polarization measurement during
the Qweak experiment. An existing polarimeter in Hall
C, using a magnetized iron foil target to measure polar-
ized e−e− scattering (Møller scattering), has previously
reported a polarization measurement significantly bet-
ter than 1% [6, 7]. However, the Møller measurement is
destructive to the polarized beam and requires reduced
beam current, and therefore the results must be extrap-
olated in beam current and interpolated in time between
the dedicated measurements.

In this report we present the first measurement of elec-
tron beam polarization with the new Hall C Compton
polarimeter, with the best precision ever achieved in this
energy range (0.6%), and we directly compare the re-
sult with the Hall C Møller polarimeter. With each po-
larimeter reporting precision better than 1%, a direct
comparison of the two independent measurements pro-
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FIG. 1: Schematic diagram of the JLab Hall C Compton polarimeter. Four identical dipole magnets form a magnetic chicane
that displaces the 1.16 GeV electron beam vertically downward by 0.57 m. An external low-gain Fabry-Pérot laser cavity
provides a high intensity (∼ 1.7 kW) beam of circularly polarized green (532 nm) photons. The laser light is focused at the
interaction region (σwaist ∼ 90 µm), and it is larger than the electron beam envelope (σx/y ∼ 40 µm). The photon detector
was not used for these results.

vides a valuable cross-check of electron-beam polarimetry
techniques. These results also suggest that the rigorous
demands of future experiments can be met.

Compton polarimetry is an established technique [8–
16, 18] which involves measuring a known QED double-
spin asymmetry in electron scattering from a photon
beam of known polarization. The scattering asymmetry
varies with the fraction of electron beam energy trans-
ferred to the scattered photon, with the maximum asym-
metry occurring at the kinematic limit for maximum
backscattered photon energy. The Compton-scattered
electrons and photons can be independently measured
and analyzed to determine the polarization of the elec-
tron beam. Most Compton polarization measurements
have primarily analyzed the scattered photons [8–11, 13–
16] and reliance on electron measurements has been less
common [18, 19]. Both the maximum scattering asymme-
try and the maximum fraction of beam energy transferred
to the photon increase quadratically with beam energy.
For this reason, Compton scattering measurements are
significantly more difficult at low beam energies.

The SLD Compton polarimeter [18] detected scattered
electrons in a segmented gas Cerenkov detector with a re-
ported precision of 0.5%—the only Compton polarimetry
measurement more precise than this work. Operating at
lower energies, the Compton polarimeter in Hall A at Jef-
ferson Lab has reported a precision of ∼1% by detecting
the Compton scattered electrons in a silicon micro-strip
detector [19] at a beam energy of 3 GeV and, in sep-
arate measurements, by integrating the total power of
Compton scattered photons in a total-absorption GSO
calorimeter [20] at 1-3 GeV [16, 21].

The Qweak measurement presented new challenges to
this established polarimetry technology. The very pre-
cise SLD result was achieved with a 532 nm laser at
a beam energy of 46.5 GeV, providing a maximum
asymmetry Aexp ∼ 0.75 and a maximum photon en-
ergy of almost 60% of the electron beam energy. At
the relatively low energy (1.16 GeV) of the electron
beam for the Qweak experiment, the maximum Comp-
ton asymmetryAexp ∼ 0.04 is significantly smaller, and
only 5% of the electron energy can be transferred to the

photon. The small asymmetry requires large luminosity
to achieve sufficient statistical precision, while the lower
kinematic limit implies that an electron detector must
be positioned close to the primary beam and have high
granularity to achieve suitable resolution on the scattered
electron momentum.

The electron accelerator at Jefferson Lab operates at
1497 MHz with a beam repetition rate of 499 MHz to
each of the three experimental halls and a bunch width
of ≈ 0.5 ps. The small 2 ns spacing between each beam
bunch implies that from the perspective of most detec-
tors, the electron beam is essentially CW. In Compton
polarimeters used in colliders (for example at HERA and
SLD), the repetition rate of the electron beam was quite
modest (on the order of 100s of Hz) and it was possible
to use low average power, pulsed lasers to achieve high
instantaneous scattering rates and hence excellent back-
ground suppression. This approach was not possible at
Jefferson Lab, and a CW laser system was required.

The desired high luminosity was achieved by storing
laser photons in a Fabry-Pérot cavity, even though past
measurements of the laser polarization have proven to be
challenging in evacuated Fabry-Pérot cavities. An inno-
vative technique for maximizing the laser polarization by
analyzing the reflected light at the cavity entrance was
employed during the Qweak experiment.

The high signal count rate, expected large background
close to the beam, and proposed experimental run of 200
days required the selection of radiation-hard detection
systems. A diamond micro-strip detector was selected
for electron detection. The well-established radiation
hardness of diamond [22, 23] and its insensitivity to syn-
chrotron radiation were the most important considera-
tions in this choice. While diamond micro-strip detec-
tors have been demonstrated in test beams [24, 25], and
other diamond detector configurations have been used in
beam condition monitors [26–31], this is the first applica-
tion of a diamond detector in an experiment as a particle
tracking detector.
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THE HALL C COMPTON POLARIMETER

A schematic of the Compton polarimeter in Hall C at
JLab is shown in Fig. 1, and details can be found in
Ref. [2, 5]. The CW electron beam was deflected ver-
tically by two dipole magnets to where it could inter-
act with the photon target. Circularly polarized 532-nm
laser light was injected into a Fabry-Pérot optical cavity,
in the beamline vacuum, with a gain of approximately
200. The injection laser, a Coherent Verdi [32] with an
output of 10 W, was locked to the cavity. The 0.85 m
long optical cavity crossed the electron beam at 1.3◦.

After interacting with the photon target, the electron
beam was deflected back to the nominal beamline with a
second pair of dipole magnets. The Compton scattered
photons passed through an aperture in the third magnet
and were detected in an array of PbWO4 crystals. The
analysis of the detected photons were used as a crosscheck
of the electron analysis. The third chicane magnet bent
the primary beam by 10.1◦, also separating the Comp-
ton scattered electrons from the primary beam by up to
17 mm before the fourth dipole. Here the scattered elec-
trons were incident on the electron detector, a set of four
planes of diamond micro-strip detectors. Remote actua-
tion allowed the detector distance to the primary beam
to be varied. Data were taken with the innermost strip
a mere 5 mm from the beam, with routine operation at
7 mm from the beam. This range allowed the detection
of most of the Compton electron spectrum, including the
zero-crossing of the asymmetry 8.5 mm from the primary
beam.

The electron detectors were made from 21 × 21 ×
0.5 mm3 plates of synthetic diamond grown using chemi-
cal vapor deposition (CVD) [33]. A novel Ti-Pt-Au met-
alization was used to deposit electrodes on the diamond
plates. Each diamond plate has 96 horizontal metalized
electrode strips with a pitch of 200 µm (180 µm of metal
and a 20 µm gap) on one side. The Compton spectrum is
spread over 50 – 60 strips allowing a precise measurement
of the shape. A schematic of a single detector plane is
shown in Fig 2. The strips were read out using custom
low noise amplifiers and discriminators, grouped together
with 48 channels in a single module [35]. The detector
signal (∼ 9000 e−) is transported to the readout electron-
ics on a set of 55 cm long, 5-layer, Kapton flexible printed
circuit boards [34] with a capacitance of 60-90 pF. The
noise and gain for a typical channel was ∼ 1000 e− and
∼ 100 mV/fC respectively. The low backgrounds result-
ing from the insensitivity of the diamond detectors to
synchrotron radiation, together with the low noise of the
readout, in spite of its large separation from the detec-
tors, helped mitigate the challenges posed by the small
signal size of diamond detectors.

The detectors were operated in single electron mode.
The data acquisition (DAQ) system employed a set of
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FIG. 2: A schematic diagram of the CVD diamond plate
mounted on an alumina frame which forms a single detec-
tor plane. There were 96 Ti-Pt-Au strips deposited on the
front face of the diamond plate which was attached to the
frame using a silver epoxy. The strips were connected to Au
traces on the alumina frame with aluminum wire bonds. The
traces terminated on two 50 pin connectors. A high voltage
(HV) bias of ∼ -300 V was applied to the back side of the
diamond plate via a miniature HV connector.

field programmable gate array (FPGA) based logic mod-
ules [36] to implement a track-finding algorithm, which
generated a trigger when a strip in the same cluster of
4 adjacent strips was identified in multiple active planes.
The Compton scattered electrons are approximately per-
pendicular to the detector planes and almost co-linear
with the incident electron beam, hence, they deviated by
< 2 strips between the planes furthest apart. Three de-
tector planes were used during the experiment, and the
typical trigger condition required 2 out of 3 planes with
a trigger rate of 70 - 90 kHz. The strip hits were his-
togrammed on the FPGA modules and read out during
each helicity reversal (beam helicity was reversed at a
rate of 960 Hz). Untriggered hits were also recorded and
were used for studying DAQ dead-time and trigger inef-
ficiencies. With the track finding trigger, electronic noise
was suppressed by a factor of 100 – 200 compared to
the untriggered mode, which led to a significantly better
signal-to-background ratio in the triggered mode, but at
the cost of a few percent DAQ inefficiency due to the com-
bination of dead time and trigger inefficiency. Improve-
ments in the DAQ design can readily eliminate these in-
efficiencies in the future. Although it was not needed for
this applications, the hits on all planes and the track in-
formation can be readily used to improve the resolution
of the detector, however, a careful determination of the
strip-wise efficiency for each plane would be required in
order to determine the total detector efficiency.

For a beam current of 180 µA and a laser intensity of
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1.7 kW, the total untriggered rate in the detector was
130 – 180 kHz (∼ 2.5 kHz per strip). The well tuned
electron beam, low-noise electronics and the insensitiv-
ity of diamond to synchrotron radiation contributed to
a signal-to-background ratio of O(10), as demonstrated
by the Compton and the background spectra shown in
Fig. 3 (top panel). The detector efficiency was estimated
to be 70% by comparing the expected to the observed
rates. The small signal sizes, large distance between the
detector and the readout electronics, and a threshold to
reduce noise led to the inefficiency. Over the 2 year run-
ning period of the Qweak experiment, the detectors were
exposed to a radiation dose of 100 kGy from electrons
(synchrotron radiation not included). No degradation of
the detector performance was observed, demonstrating
the intended radiation hardness and the stability of the
charge collection process over extended periods, which is
relevant for use of diamond as tracking detectors. The
strip-to-strip variation in efficiency, which was shown to
have negligible impact on the asymmetry measurement,
may be of concern in other applications.

ANALYSIS AND RESULTS

The electron beam helicity was reversed at a rate of
960 Hz in a pseudo-random sequence of quartets. The
Compton laser was operated in 90 second cycles (60 s on
and 30 s off). The laser-off data were used to measure the
background, which was subtracted from the laser-on yield
for each electron helicity state The signal-to-background
ratio was 5–20, depending on the strip. The measured
asymmetry was built from the yields using,

Aexp =
Y + − Y −

Y + + Y − , (1)

where Y ± = N±
on/Q

±
on −N±

off/Q
±
off is the charge normal-

ized Compton yield for each detector strip, N±
on/off is the

number of detected counts, and Q±
on/off the beam charge,

accumulated during the laser (on/off) period for the (±)
electron helicity state. A statistical precision of < 1%
per hour was routinely achieved. Typical yield spectra
for the laser-on and laser-off periods are shown in Fig. 3
(top). Consistent results were obtained subtracting the
background over 1 laser cycle (90 s) and also over ∼900 s.
A typical spectrum for an hour long run is shown in
Fig. 3. The background asymmetry is consistent with
zero within the statistical uncertainties.

The electron beam polarization Pe was extracted by
fitting the measured asymmetry to the theoretical Comp-
ton asymmetry, using

Anexp = PePγA
n
th, (2)

where Pγ is the polarization of the photon beam and Anth
is the O(α) theoretical Compton asymmetry for fully po-
larized electrons and photon beams in the n-th strip. The

FIG. 3: Yield and asymmetry data from a single detec-
tor plane plotted versus detector strip number, for a typi-
cal hour-long run. Statistical uncertainties only. (top) The
charge normalized yield at a beam current of 180 µA and
laser intensity of 1.7 kW. The laser-on yield is shown in red
and laser-off (background) yield is shown in shaded blue.
(middle) The measured Compton asymmetry (background-
subtracted). The solid red line is a fit to Eq. 2. (bottom) The
background asymmetry from the laser-off period. The solid
red line is a fit to a constant value.

theoretical Compton asymmetry Ath(ρ) was calculated as
a function of the dimensionless variable

ρ =
Eγ
Emax
γ

≈ Ebeam
e − Ee

Ebeam
e − Emin

e

, (3)

where Eγ the energy of a back-scattered photon, Emax
γ is

the maximum allowed photon energy, and Ee, E
min
e , and

Ebeam
e are the scattered electron energy, its minimum

value, and the electron beam energy, respectively. Anth
was related to Ath(ρ) by mapping ρ to the strip number
using knowledge of the magnetic field in the third dipole,
the geometry of the chicane, the strip pitch and nmax,
the position of the kinematic end point (Compton edge)
expressed as a strip position. An initial estimate of the
kinematic end-point, nmax, was determined from the edge
of the yield spectrum. It was observed to vary slowly, as
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the electron beam angle drifted, by up to ±0.5 mrad.
Radiative corrections to the Compton asymmetry were

calculated to leading order with a low energy approxima-
tion applicable for few GeV electrons [37]. The radiative
correction to the asymmetry was <0.3% in all strips.

Equation 2 was fit to the measured asymmetries with
Pe and nmax as the two free parameters. No system-
atic deviation of the shape of the asymmetry was ob-
served. A typical fit is shown in Fig. 3. The χ2 per
degree-of-freedom of the fit, considering statistical un-
certainties only, ranges between 0.8 and 1.5 for 50 – 60
degrees of freedom. The detection of a large fraction
of the Compton electron spectrum, spanning both sides
of the zero crossing of the Compton asymmetry, signifi-
cantly improved the robustness of the fit. The fit quality
was validated using the simulation discussed below.

The systematic uncertainty in the determination of Pe
is summarized in Table I. In previous polarimeters using
a laser system based on a Fabry-Pérot cavity, knowledge
of the laser polarization was a significant source of un-
certainty. Previous quoted uncertainties for the laser po-
larization have been larger than the total uncertainty for
the present measurement. At Jefferson Lab, for exam-
ple uncertainties ranging from 0.6% to 1.1% have been
reported [14–16]

Pressure induced birefringence in the vacuum window
can lead to large changes in laser polarization which
cannot be directly measured in the evacuated beamline.
More recently, a precision of 0.3% [17] has been quoted
for laser polarization in a Fabry-Pérot cavity, however
even in this case, the birefrigence in the vacuum window
was not measured directly. Our experience suggests that
without direct measurements of the window birefrigence,
inferred knowledge of the laser polarization in the Fabry-
Pérot cavity can be flawed. A technique that bypasses
this requirement is needed.

Figure 4 shows our implemetation of a scheme based
on an optical reversibility theorem [38], which relates the
polarization ellipticity at the output of an optical sys-
tem to the polarization of the retro-reflected light at the
input, in order to maximize the circular polarization in
the cavity. The technique works by analyzing the light
reflected from the entrance mirror of the cavity. A polar-
izing beam splitter (PBS), half-wave plate, and quarter-
wave plate were used to create an arbitrary polarization
state which was then propagated to the cavity through an
optical system with unknown birefringence, dominated
by a vacuum window. Minimizing the polarization sig-
nal, the back-reflected light that is transmitted through
the PBS, maximizes the degree-of-circular-polarization
(DOCP) at the cavity entrance mirror.

Representing the initial (linear) laser polarization state
after the polarizing beam splitter (PBS) as ε1, the polar-
ization vector at the first cavity mirror (ε2) is given by
ε2 = MEε1. Here ME represents the transport through
all the optical elements to the cavity entrance mirror

PBS λ/2 λ/4 VW

RPD

PS

CM1 CM2

DMε1 ε2

ε4 ε3

FIG. 4: Scheme for maximizing the circular polarization at
the cavity. Laser light entering the system passes through
a polarizing beam splitter (PBS), half-wave plate (λ/2),
quarter-wave plate (λ/4), and vacuum window (VW) before
it is either reflected off the cavity entrance mirror (CM1) or
becomes resonant in the cavity. Note that in this figure, the
element VW also includes 3 steering mirrors, which are incor-
porated in the model but left out of the figure for simplicity.
Depending on the polarization state at CM1, reflected light
will either arrive in reflected photo-diode (RPD), used for
frequency-locking feedback, or be sampled by the polariza-
tion signal (PS) photodiode behind a steering morror. Light
arriving at the cavity entrance mirror is fully circular when
there is no signal in PS. Before the experiment, with part of
the beamline vacuum pipe removed, it was possible to do a
direct measurement (DM) of the circular polarization in the
cavity.

(λ/2, λ/4, and VW in Figure 4). Assuming no polariza-
tion loss, transport backwards through the same optical
system can be written as the transpose of the forward ma-
trix, MT

E . In the formalism of [38], the polarization vec-
tor does not change when the light direction changes and
the vector representing the light reflected from the cavity
mirror (ε3) is equivalent to ε2. Therefore, the polariza-
tion of the light reflected from the cavity after transport
backwards through the optical system is, ε4 = MT

EMEε1.
The optical reversibility theorem dictates that for a lin-
ear polarization vector ε1, the polarization at the cavity
entrance (ε2) is circular only if ε4 is linear and orthogo-
nal to ε1. This means that the PBS, which creates the
initial linear polarization state will not allow the orthog-
onal reflected state to pass through- hence minimization
of the laser power propagating backwards through this
cube ensures circular polarization at the cavity. Ref. [17]
used an implementation of the optical reversibility the-
orem that is equivalent to maximizing the signal in the
RPD of Fig. 4. This is less sensitive than measuring
polarization in extinction, such as minimizing the signal
in the PS of Fig. 4, and was not used as their primary
method.

To determine the uncertainty in the photon polariza-
tion, this DOCP maximization technique was directly
tested in situ. With the vacuum enclosure removed, the
intra-cavity DOCP was measured simultaneously with
the polarization signal while scanning over input polar-
ization states, with a concentration of points near the
maximum DOCP, as in Fig. 5, demonstrating a very close
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FIG. 5: Direct test of laser polarization maximization tech-
nique. The correlation between the laser DOCP directly mea-
sured after the cavity mirror and the Polarization Signal ex-
tracted from the reflected light. The left panel shows the full
range while the right panel is a zoom of the region of maxi-
mum DOCP.

and robust correlation. The uncertainty on the laser po-
larization is estimated to be 0.18%, which is dominated
by our ability to bound, through direct measurement, ef-
fects that might alter the polarization over the numerous
reflections within the Fabry-Pérot cavity. It is expected
that this bound can be improved following methods im-
plemented in Ref. [39], in particular using an optical iso-
lator to capture the full polarization signal. This would
improve the signal to background and allow studying
a locked cavity with arbitrary polarization (only near-
circular is posssible with the current system.) Effects of
analyzing power, depolarization, or spatial polarization
gradients are bound by the degree of extinction in the
Polarization Signal, and are included in the quoted laser
polarization uncertainty [40].

The uncertainties in the measured asymmetry were
studied using a Monte Carlo simulation of the Compton
polarimeter, which was coded using the GEANT3 [41] de-
tector simulation package. In addition to Compton scat-
tering, the simulation included backgrounds from beam-
gas interactions and beam halo interactions in the chicane
elements. It also incorporated the effects of detector effi-
ciency, the track-finding trigger, and electronic noise. A
typical simulated strip-hit spectrum (ideal, with noise,
and with noise and efficiency), and the asymmetry ex-
tracted from it, are shown in Fig. 6. The simulation
was used to study the analysis procedure and the sta-
tistical quality of the fits that were used to extract the
beam polarization. It was demonstrated that the cen-
tral value of the polarization fit parameter was typically
insensitive to small distortions to the electron spectrum
such as a few missing or noisy strips, and the observed
strip-to-strip variation in efficiency. The simulation was
also used to study a variety of sources of systematic un-
certainties. For each source, the relevant parameter was
varied within the expected range of uncertainty, and the

range of variation of the extracted polarization was listed
as its contribution to the systematic uncertainty.

The MC simulation demonstrated that secondary par-
ticles knocked out by the Compton scattered electron
passing through the first detector plane produced a 0.4%
change in the extracted polarization in the subsequent
planes, consistent with observation. A correction for the
second and third planes could be made but at the cost of
a slightly higher systematic uncertainty and hence only
the results from the first detector plane are quoted here.
Although all three planes were used in the tracking trig-
ger, the results from the first detector plane were shown
by the simulation to be insensitive to this effect.

FIG. 6: (top) Typical Monte Carlo simulated Compton spec-
tra for a single detector plane; ideal (black open circles), with
noise (red) and with detector efficiency (blue, shaded). (bot-
tom) The Compton asymmetry extracted from the simulated
spectrum including detector efficiency (blue circles), and a
two parameter fit to the calculated asymmetry (red line). The
input asymmetry was 85%.

There were several sources of rate-dependent efficiency
associated with the DAQ system, such as the algorithm
used to identify electron tracks and form the trigger, and
the dead-time due to a busy (hold off) period in the DAQ.
A digital logic simulation platform, Modelsim [42], was
used to model the DAQ system. Simulated Compton
events, backgrounds, and noise signals were processed
with this model, which made a detailed accounting of
the logic and delays from the internal signal pathways in
the FPGA modules and the external electronic chain.

These results were used to determine a correction to
the detector yields, for each hour-long run, based on the
detector rates during the run. This correction is calcu-
lated and applied for each beam helicity state indepen-
dently. An estimate of the systematic uncertainty due to
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this correction was determined from the variation of the
ratio of the polarizations extracted from the corrected,
triggered data to those obtained from the untriggered
data over a wide range of signal rates and several differ-
ence trigger conditions. The DAQ efficiency correction
resulted in < 1% change in the extracted polarization.

TABLE I: Systematic Uncertainties

Source Uncertainty ∆P/P%

Laser Polarization 0.18% 0.18

helicity correl. beam 5 nm, 3 nrad < 0.07

Plane to Plane secondaries 0.00

magnetic field 0.0011 T 0.13

beam energy 1 MeV 0.08

detector z position 1 mm 0.03

trigger multiplicity 1-3 plane 0.19

trigger clustering 1-8 strips 0.01

detector tilt (x, y and z) 1 degree 0.06

detector efficiency 0.0 - 1.0 0.1

detector noise up to 20% of rate 0.1

fringe field 100% 0.05

radiative corrections 20% 0.05

DAQ efficiency correction 40% 0.3

DAQ efficiency pt.-to-pt. 0.3

Beam vert. pos. variation 0.5 mrad 0.2

spin precession in chicane 20 mrad < 0.03

Electron Detector Total 0.56

Grand Total 0.59

The extracted beam polarization for the entire sec-
ond running period of the Qweak experiment is shown in
Fig. 7. Changes at the electron source, indicated by the
dashed and solid vertical lines, led to discontinuities in
the beam polarization. Each point is shown with system-
atic uncertainties that may vary for each measurement,
while a common systematic uncertainty of 0.42% applies
to all points together.

These results are quantitatively compared to results [2]
from the Møller polarimeter by examining periods of sta-
ble polarization between changes in the polarized source.
Previous cross-comparisons between polarimeters in this
energy range have uncovered significant discrepancies be-
tween various polarimeters [43]. The ratio of Compton
to Møller measurements, when averaged over these sta-
ble periods using statistical and point-to-point system-
atic uncertainties, was 1.007 ± 0.003. The results are
compatible within the total relative normalization uncer-
tainty of 0.77%. This is the first direct comparison of two
independent polarimeters with better than 1% precision.

Future experiments will require a polarimetry preci-

FIG. 7: The extracted beam polarization for the 1.16 GeV,
180 µA electron beam, as a function of run-number and av-
eraged over 30 hour long periods, during the second run pe-
riod of the Qweak experiment (blue, solid circle). Also shown
are the results from the intermittent measurements with the
Møller polarimeter [2] (red, open square). The inner error
bars show the statistical uncertainty while the outer error
bar is the quadrature sum of the statistical and point-to-
point systematic uncertainties. The solid bands show the
additional normalization/scale type systematic uncertainty
(0.42% Compton and 0.65% Møller). The dashed and solid
(green) vertical lines indicate changes at the electron source.

sion of 0.4% with beam energies between 6 and 11 GeV.
Our results indicate that these goals are within reach of
Compton polarimetry. Recent results using integrating
photon detection [16] have demonstrated that uncertain-
ties in the photon analysis (excluding the laser polariza-
tion) are at the level of 0.5%. Such a measurement could
be combined with an independent electron analysis as
demonstrated here, with a precision approaching 0.5%,
with the dominant systematic error in common between
the two analyses being the uncertainty on intra-cavity
laser polarization (< 0.2%). It is worth noting that fur-
ther gains are possible: the dominant errors in the elec-
tron analysis relate to rate-dependent DAQ inefficiencies,
which would undoubtedly be reduced through refinement
of the logic and timing parameters, while improvements
in gain stability and linearity measurements would fur-
ther improve the photon measurements. The increased
beam energies for planned future measurements are also
more favorable to Compton polarimetry.

CONCLUSIONS

The polarization of a 1.16 GeV CW electron beam
was measured with a systematic uncertainty of 0.59%.
The interacting photon polarization was maximized and
the uncertainty reduced using a novel technique based
on the reflected incident light. We used diamond micro-
strip detectors for the first time as tracking detectors
and demonstrated their ability to withstand a high ra-
diation dose and their stability over long periods. The
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high granularity of the detectors and the measurement
of a large fraction of the Compton electron spectrum,
spanning the asymmetry zero crossing, coupled with a
robust analysis technique and rigorous simulations of the
polarimeter and the DAQ system, produced a reliable,
high precision measurement of the polarization in a high
radiation environment. Due to these technical advances,
the uncertainty goal was significantly surpassed. These
results suggest that even more precise electron beam po-
larization measurements, such as required for the future
parity-violation measurements SOLID and MOLLER,
will be achievable through Compton polarimetry. Fur-
ther, diamond-based tracking detectors are the superior
choice for high radiation enviroments and should find
more wide-spread use.
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