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For the upcoming EG2 experiment, we aim in knowing the cryogenic target thickness to
1% level. In this document we list the error sources of the target thickness and what we have
achieved. We also give the running conditions necessary for the 1% goal.

1 Overview

The target thickness is product of its density and the target cell length. We calculate the density
from both the equation of state and fit to data. The cell length is given by an absolute measure-
ment at room temperature, the thermal contraction of Kapton cell wall from room to operating
temperature and the deformation of cell end windows. The bubbling at cell end windows will
affect density significantly and should be avoided by setting the operating conditions to proper
values.

2 Deuterium Density under Operating Conditions

We use two methods to obtain the deuterium density under operating conditions
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�
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K. In the first method, the deuterium equation of state is solved and we denote������� its solution. In the second method we perform a two-dimensional fit to liquid state data [1]
and interpolate to � ��� ��� . We denote ��� �"! the result in this approach. The

�$#
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depen-
dence of density, % �'& % � and % �(& %�� can be obtained in both methods. The results �)����� and��� �"! are very close � ������� # �(� �"! � &*��� �"!,+ 
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and is much less than the typical uncertainty/ �(&*�10 
(�2�435-
of data used in the fit. Details of the calculation and the consistency of the two

methods are given in Appendix A.1.
We apply a


(�2�435-
intrinsic uncertainty due to the error in density for the available data set.

The temperature sensors that we are using have an advertised calibrated accuracy of 6 3�

mK

but we record the temperatures to 2 decimal places, therefore the uncertainty in sensor reading is7 � �8
(��
'�
K. We estimate the difference between the LD 9 temperature and the sensor reading

to be

(�	


K (arbitrary value), the total uncertainty in temperature is then
7 � �:
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K. The
total maximum accuracy specification for the pressure gauge is
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of the the reading and the

gauge is calibrated periodically to re-zero the gauge using vacuum. We estimate the uncertainty
in pressure due to non-zero offset to be
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mbar1, hence the total uncertainty in pressure is
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atm. The uncertainty of density due to temperature and

1 B atm = B�C*D EGFHE psi = I EGJ torr = BHD J4BLKGMGNHJGM bar = BLJ.BHOPK MHN4D J MQC Pa
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pressure is dominated by the former one. Results of deuterium density and its uncertainty from
both methods are given in Table 1.

Table 1: Liquid deuterium density at
��� ���	��
�
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53�A

atm, � � 
�
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�
 6 
(�	
(�
K and its

� #
,

� #
dependence from equation of state and from fits to data. The uncertainty in density includes

those from equation of state (or fits to data) and the uncertainties in temperature and pressure.

Method � % �(& %�� % �(& % �
(g/cm

�
) (g/cm

�
/K) (g/cm

�
/bar)

Eq. of State 0.16196 6 0.001333 -0.002614

(�	
(�4�(���4A

Fit to NBS data 0.16206 6 0.001207 -0.002367
#�
(�	
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3 Bubbling at End-caps

Bubbling at the end-caps will be a problem since the gas density inside bubbles are negligible
compared to liquid density. During previous tests performed on a 4-cm liquid hydrogen target at
JLab test lab [2], it has been observed that the bubbles get stuck at the location of the entrance
window and the vertical height of the bubble is a function of temperature. At saturated condition
the height is about 1/2 the diameter of the cell. This would cause the amount of gas in the beam
to be a function of time as the bubbles pulse out of the cell. The bubbles typically form in a
continuous stream at the downstream window, starting at about 250 microns diameter. They
collect at the top of the end cap to form + �

mm diameter bubbles that float up the walls of the
cone at a rate of + �

/sec. Assuming only single layer of bubbles are formed, they will cause
�3�
��
m & 
 cm

� ���	
�35-
uncertainty in the target thickness, which is not acceptable for a goal

of 1% on the thickness uncertainty. For liquid D 9 sample, it is possible to stop all the bubbles
from forming by adding super insulation and setting the condenser temperature to the following
values:

� 0 layers: 15.00 K;

� 5 layers: 18.25 K;

� 15 layers: 18.60 K.

However this means that the liquid is sub-cooled and the real temperature of the liquid is between
the saturation temperature and the temperature measured by the sensor(s). For example, 18.60 K
means + 4 K sub-cooled and the uncertainty in liquid temperature is 6 2 K.

In July 2003 tests have been performed on liquid H 9 sample at JLab [2], the test shows that no
bubble was formed after the cell is filled full. This is certainly a good news since no sub-cooling
is required for stopping the bubble. Hence the uncertainty in the liquid temperature comes from
the calibration error of the temperature sensor and the temperature fluctuation of the condensor
due to environment change. For now I assume the liquid temperature of the liquid is known to
6 
(�	3

K [2], corresponding to a 0.80% uncertainty in target thickness.
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4 Absolute Measurement of Cell Length

The optical measurements made on the target cell length has an uncertainty of + ��
 �
m. This

gives a

(� ��-

uncertainty in the cell thickness.

5 Cell Thermal Contraction

The wall of EG2 target cell is made of Kapton. The thermal contraction of cell wall will affect
the target length directly. We have two sets of data for coefficient of Kapton linear thermal
expansion which differ by

3�
;-
. The measurement performed at JLab [2] was performed on a3

-mil thick
� 
 < �

cm Kapton HN film sample and gives a shrinkage of

(�	A � �.-

from
��
�


K
to � � K. The coefficient of linear expansion is therefore

�(���2�4�
ppm/K in this temperature range.

The second measurement is provided by Dupont [3] which gives

(� � � 
;- and


(� � � 35-
shrinkage

for two 3-mil thick HN film samples within the same temperature range. The coefficient is then
(��� �
ppm/K and


�
��	

ppm/K for the two samples, respectively.

We don’t have an estimate of the Dupont measurement, but the JLab crew performed similar
measurements for Teflon and Nylon and the results agree with the published data at a level of# ���2� 
;-

and
����� � 35-

, respectively. If we take the average of JLab and Dupont measurements
as the central value and the difference of the two the full uncertainty, the thermal contraction
coefficient of EG2 target cell wall is then � 
�A�� �;3 6 �'�	A ��� ppm/K in a temperature range between

� � K and
��
�


K. The maximum shrinkage from
��
�


K to

�


K is estimated by scaling the value
from

��
�

K to � � K by a factor � ���2�4� 6 
(��
5� � (see Appendix B for the non-linearity in thermal

expansion coefficient for plastic material), giving � 
�A�� �;3 6 �'�	A ��� ppm/K
< � ��
�
 # � � � K

< � ���2�4� 6
(��
5� � � � 
(�	A�A � 6 
(�2�4��3 � - . This contributes

(�2�4��35-

to the total uncertainty of target thickness.

6 End-cap Deformation

Tests have been done at JLab to measure the target length (including the downstream end-cap
bulging, but not the upstream one) from



to

���	�
atm at room temperature. The elongigation of

the cell due to pressure is

(��
5A

mm, and is expected to be smaller at low temperature. We estimate
this value at low temperature to be


(��
 � 6 
(��
5

mm. The uncertainty of the measurement itself is� �

m due to the limitation of the instrument and
3 �

m from the fluctuation in reading. We double
them (

�
and

3 �
m) to take into account the effect of the upstream end-cap. The total uncertainty

due to cell Kapton wall elongigation and the deformation of the two end-caps is therefore the
quadrature of


(��
5

mm,


 <>� �
m and


 < 3 �
m. This corresponds to


(��
5
(�
mm, or


(�2� 
;-
uncertainty to the target thickness.

7 Beam position drift

Since the endcap of the cell has a curvature, the change in beam position can affect the effective
length of the liquid passed by the electron beam. From Fig. ??, a 1.13 mm drift of beam position
away from the center will cause a 0.4% error in the cell effective length. We require a determina-
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tion of the cell center during commission and the beam position drift should be kept below 1 mm
from the cell center.

Figure 1: Due to the curvature of the endcap, the effective length of the liquid transpassed by the
electron beam can be affected by beam position drift.
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8 Summary

The uncertainty in tharget thickness can be decompossed as follows:

(��
�
535-

due to uncertainty
in pressure;


(� ��
;-
due to uncertainty in temperature (including those due to instrumentation and

subcooling), ;

(�2�4��35-

due to Kapton thermal contraction;

(�2� 
;-

due to cell wall and endcap
deformation under pressure;


(��
;-
due to bubbling (since we require no bubble);


(� ��-
due to

absolute cell length measurement;

(� ��-

due to beam position drift, and

(�2�435-

due to the error in
data set used to fit the equation of state. The total uncertainty in target thickness is

����
�
535-
. The

super insulation test needs to be performed during commissioning in order to find the correction
condenser temperature setting.

A Deuterium Density from Equation of State and from Fit to Data

A.1 Equation of State for Deuterium

Knowing the temperature and pressure of deuterium, its density can be determined by solving
the following Eq. of State, which works for both liquid and vapor states [1].

� � ��� � ? ������� ?�� 9 ?�� � & � 9 ?���� & � � ?��
	 & � 	 � � 9 (1)

? ���
� � 9 ?���
Q� ?��
� ?��
� & � ?������ & � 9 � � �
? ��� ��� � ?�� �P9 � � � ? ��� � � ?�� ��� & ��� � 	
? � � ������	 & � 9 ?������ & � � ?�����
 & � � ������� ��� 9�� � � �
? � 	 ��� ��� & � 9 ?�� ��� & � � ?�� 9�� & � � ������� ��� 9�� � � �
? � 
 ��� 9�� & � 9 ?�� 9L9 & � � ?�� 9 � & � � ������� ��� 9�� � � �

Equation (1) represents the
� # � # � data with good accuracy within the entire temperature

and pressure ranges, both in the liquid and vapor phases. It satisfies the critical point values
���

�4A�� �;��

atm, � � � � �	��
�� g mol/liter and � � �����	���

K, where
�

g mol deuterium
� �'��
5
���
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g

4



based on the �P9 C ���4
���
�
�

scale. In addition, the derivatives of this equation are adequate for the

calculation of the thermodynamic properties, enthalpy, and entropy. The coefficients are given
in Table 2.

Table 2: Coefficients for Deuterium Equation of State 1.
parameter value error
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A numerical method was used to solve the equation. For certain value set of � ��� ��� , Eq. (1)
has two solutions which satisfy % �(& % � 0 


, the smaller solution of � corresponds to gas state
while the larger value is for liquid state.

A.2 Fit to Data

In the second method, a two-dimensional fit was used to approximate data and to calculate den-
sity for certain values of � � � � � . Data of constant pressure are firstly fit using a linear function of
temperature and the density at operating temperature is calculated for different pressures. Then
the calculated density are fit as a linear function of pressure and the density at operating � � � � �
is calculated.
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A.3 Comparison of Two Methods

In Fig. 2 we present the fitted density as a function of � for different pressure from

(� �

atm to

Figure 2: Density as a function of � for constant pressure from deuterium equation of state (blue
curve and blue open circle). Also shown are data points from NBS report [1] (red solid circle)
and a linear fit of density as function of temperature (green line). The NBS data points are printed
with poor quality in the reference and could be wrong, this means that the values calculated from
equation of state are more reliable :).

����

atm. In each plot the data point with the highest temperature corresponds to phase change.

Also shown is the density from equation of state. Fig. 3 shows the calculated density as a function
of

�
.
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Figure 3: Density as function of
�

at constant � from equation of state (blue open squares) and
from fit to data (red solid circles). Also shown are fits of density as a linear function of

�
and the

calculated density at operating conditions
���@���	��
�


atm, � � 
�
���
�

K from equation of state

(blue line and blue solid star) and from fit to data (red line and red open star).

B Non-linearity in Thermal Expansion for Plastic Material

The thermal expansion coefficient is found to be temperature-dependent. The expansion can
be as low as zero from


�

K to � � K for metal and is linearly in � for plastic material (the

absolute expansion is then, non-linear in � ). We use data of Teflon, Nylon and Polystyrene [4]
to estimate this non-linearity and we found the ratio d

� 9�� � � ����� & d
�

�� � � ����� to be within a range

of � ���2� 
(�4���2�4A � . We use the full range to estimate the contraction of Kapton from
��
�


to

�


K.
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Figure 4: Thermal expansion coefficient as a function of � for Teflon (left), Nylon (middle) and
Polystyrene (right) [4]. The ratio of d

� 9�� � � ����� & d
�

�� � � ����� is within a range of � ���2� 
(�4���2�4A � , less

than a linear scaling factor � ��
�
 K
# 
�


K � & � ��
�
 K
# � � K � � ���	
�3

. Kapton data are not available.
We use � ���2�4� 6 
(��
5� � as the scaling factor for Kapton to give a contraction of � 
(�	A�A � 6 
(�2�4��3 � -
from

��
�

down to


�

K.
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