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Some	  History	  

•  2003:	  LEPS	  publishes	  evidence	  for	  the	  Θ+.	  
•  2004:	  Many	  publicaOons	  seeing	  the	  Θ+.	  
•  2005:	  Null	  evidence	  from	  high-‐energy	  expts.	  
•  2006:	  Earlier	  CLAS	  results	  were	  fluctuaOons.	  
•  2007-‐8:	  Many	  people	  skepOcal	  of	  Θ+.	  
•  2009:	  LEPS	  sees	  Θ+	  with	  higher	  staOsOcs.	  
•  2015:	  LHCb	  sees	  “charm”	  pentaquark.	  



The	  “charm”	  pentaquark	  from	  LHCb	  

In practice resonances decaying strongly into J/ p must have a minimal quark content
of ccuud, and thus are charmonium-pentaquarks; we label such states P+

c

, irrespective of
the internal binding mechanism. In order to ascertain if the structures seen in Fig. 2(b)
are resonant in nature and not due to reflections generated by the ⇤⇤ states, it is necessary
to perform a full amplitude analysis, allowing for interference e↵ects between both decay
sequences.

The fit uses five decay angles and the K�
p invariant mass m

Kp

as independent variables.
First we tried to fit the data with an amplitude model that contains 14 ⇤⇤ states listed by
the Particle Data Group [12]. As this did not give a satisfactory description of the data,
we added one P

+
c

state, and when that was not su�cient we included a second state. The
two P

+
c

states are found to have masses of 4380± 8± 29 MeV and 4449.8± 1.7± 2.5 MeV,
with corresponding widths of 205± 18± 86 MeV and 39± 5± 19 MeV. (Natural units are
used throughout this Letter. Whenever two uncertainties are quoted the first is statistical
and the second systematic.) The fractions of the total sample due to the lower mass and
higher mass states are (8.4± 0.7± 4.2)% and (4.1± 0.5± 1.1)%, respectively. The best fit
solution has spin-parity J

P values of (3/2�, 5/2+). Acceptable solutions are also found
for additional cases with opposite parity, either (3/2+, 5/2�) or (5/2+, 3/2�). The best
fit projections are shown in Fig. 3. Both m

Kp

and the peaking structure in m

J/ p

are
reproduced by the fit. The significances of the lower mass and higher mass states are 9
and 12 standard deviations, respectively.
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Figure 3: Fit projections for (a) m
Kp

and (b) m
J/ p

for the reduced ⇤⇤ model with two P+
c

states
(see Table 1). The data are shown as solid (black) squares, while the solid (red) points show the
results of the fit. The solid (red) histogram shows the background distribution. The (blue) open
squares with the shaded histogram represent the P

c

(4450)+ state, and the shaded histogram
topped with (purple) filled squares represents the P

c

(4380)+ state. Each ⇤⇤ component is also
shown. The error bars on the points showing the fit results are due to simulation statistics.
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Figure 5: Invariant mass squared of K�p versus J/ p for candidates within ±15 MeV of the ⇤0
b

mass.

describing the decay dynamics. Here ✓
A

and �
B

are the polar and azimuthal angles of B
in the rest frame of A (✓

A

is known as the “helicity angle” of A). The three arguments of
Wigner’s D-matrix are Euler angles describing the rotation of the initial coordinate system
with the z-axis along the helicity axis of A to the coordinate system with the z-axis along
the helicity axis of B [12]. We choose the convention in which the third Euler angle is
zero. In Eq. (1), dJA

�A,�B��C (✓A) is the Wigner small-d matrix. If A has a non-negligible
natural width, the invariant mass distribution of the B and C daughters is described by
the complex function R

A

(m
BC

) discussed below, otherwise R

A

(m
BC

) = 1.
Using Clebsch-Gordan coe�cients, we express the helicity couplings in terms of LS

couplings (B
L,S

), where L is the orbital angular momentum in the decay, and S is the
total spin of A plus B:
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where the expressions in parentheses are the standard Wigner 3j-symbols. For strong decays,
possible L values are constrained by the conservation of parity (P ): P

A

= P

B

P

C

(�1)L.
Denoting J/ as  , the matrix element for the ⇤0

b

! J/ ⇤

⇤ decay sequence is

M⇤

⇤

�⇤0
b
,�p,��µ ⌘

X

n

X

�⇤⇤

X

� 

H⇤

0
b!⇤

⇤
n 

�⇤⇤ ,� 
D

1
2
�⇤0

b
,�⇤⇤�� (0, ✓⇤0

b
, 0)⇤

H⇤

⇤
n!Kp

�p, 0
D

J⇤⇤
n

�⇤⇤ ,�p
(�

K

, ✓

⇤

⇤
, 0)⇤R

⇤

⇤
n
(m

Kp

)D 1
� ,��µ

(�
µ

, ✓

 

, 0)⇤, (3)

where the x-axis, in the coordinates describing the ⇤0
b

decay, is chosen to fix �
⇤

⇤ = 0. The
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Quark	  structure:	  
(c-‐bar	  c	  u	  u	  d)	  
“non-‐exoOc”	  pentaquark	  
Is	  it	  a	  molecule	  or	  a	  spherical	  
5-‐quark	  bag?	  



The	  2009	  LEPS	  result	  using	  MMSA	  
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FIG. 12. (Color online) (a) M(nK+) distribution with a fit to the RMM background spectrum only (dashed line) and with a Gaussian
function (solid line). The dotted line is the background. (b) Dalitz plot of M2(nK+) vs. M2(pK−).

for the best fit is 1.524 ± 0.002 + 0.003 GeV/c2, where the
systematic shift of the peak position by +3 MeV/c2 due to
the MMSA and the φ exclusion cut is given as a systematic
uncertainty. The signal yield is estimated to be 116 ± 21 events
from the fitted peak height and its uncertainty. The detector
acceptance has been calculated by assuming the isotropic
production of the !+ in the γn center-of-mass system, and
the differential cross section for the γn → K−!+ reaction is
estimated to be 12 ± 2 nb/sr in the LEPS angular range.

There is a dip near 1.56 GeV/c2 even with the !+

contribution. However, with the current limited statistics, it
is not clear if the dip is due to fluctuations or due to some
interference effects. Because we assume the branching ratio of
$(!+ → K+n)/$(!+ → all) = 0.5 in the calculation of the
differential cross section, possible interference effects between
the signal and background amplitudes could result in a change
of the estimated value.

A fit of the M(nK+) distribution to the mass distribution
using a Gaussian function with a free width parameter has been
carried out, and the best fit is obtained with a width of 12.7 ±

2.8 MeV/c2, which is consistent with the estimated width of
11 MeV/c2.

Figure 12(b) shows the Dalitz plot of M2(nK+) vs.
M2(pK−). Note a proton is assumed to be a spectator for
the calculation of M(nK+) and a neutron is assumed to be a
spectator for the calculation of M(pK−). The relatively large
−2 ln L values for the fits of the M(nK+) distribution could
be due to the reflections of the %(1520) events that might
be responsible for the remaining structure near 1.65 GeV/c2.
To avoid a possible effect due to the reflection, we require
events to satisfy M(pK−) > 1.55 GeV/c2 and restrict the fit
region up to 1.65 GeV/c2. The fit qualities are improved, giving
−2 ln L/ndf = 55.2/33 and −2 ln L/ndf = 24.8/31 for the
cases with and without the !+ contribution, respectively. The
significance is unchanged because the change in &(−2 ln L) is
small. Figure 13(a) shows the M(nK+) distribution after the
%(1520) exclusion cut.

To study the model dependence, we have varied the bound-
aries of the seed regions for the RMM spectrum generation:
the narrow signal region case with the boundaries at 1.51 and
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FIG. 13. (a) M(nK+) distribution for events with M(pK−) > 1.55 GeV/c2. A fit to the RMM background spectrum only (dashed line) and
with a Gaussian function (solid line) in the region below 1.65 GeV/c2. The dotted line is the background. (b) The background spectra for the
best fits to RMM spectra with the wide signal region (dashed line), the narrow region (dotted line), and the default region (solid line).
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Quark	  structure:	  (s-‐bar	  u	  d	  u	  d):	  “exoOc”	  pentaquark	  

But	  could	  it	  be	  a	  staOsOcal	  fluctuaOon?	  



The	  2006	  CLAS	  result	  
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FIG. 4: The relative cross section fraction for Λ(1520) pro-
duction as a function of the neutron momentum from our data
(points). A cutoff of 350 MeV/c on the horizontal axis corre-
sponds to a factor of 10 loss in detection of the Λ(1520) com-
pared with no cut. Also shown by the solid curve is the frac-
tion calculated using only the Fermi motion of the neutron.
The reaction diagrams at the bottom show the symmetry be-
tween t-channel production for Λ(1520) and Θ+ reactions.

on the Paris potential [19]. The points are higher than
the line, indicating substantial rescattering due to final
state interactions. Assuming a similar reduction factor in
Θ+ production for protons above 0.35 GeV/c, the upper
limit for γn → Θ+K− is estimated to be a factor of 10
higher than the upper limits presented in Fig. 3.

A comparison of the current results with our previous
report [8] is instructive. To do this, the current data were
constrained, by software, to use the same event selection
and the same photon energy region as was used in Ref.
[8]. Only the high field data are used here. This anal-
ysis will be called the “repeat study”, since the analysis
conditions are essentially unchanged from Ref. [8].

In Fig. 5, the results of Ref. [8] (points with statistical
error bars) are compared with the results of the repeat
study (histogram), rescaled for comparison by the ratio of
the total counts. The peak at 1.54 GeV/c2 from Ref. [8]
is not reproduced in the repeat study. For comparison,
the number of Λ(1520) events scales, within statistical
uncertainties, with the ratio of exclusive pK−K+n events
(current/previous). [21]

Assuming that the histogram in Fig. 5 represents the
true shape of the background, a smooth third-degree
polynomial was fit to the histogram over the range from
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FIG. 5: Comparison of the previously published [8] result
(points) with the current result (histogram) normalized (by a
factor of 1/5.92) to get the same total number of counts.

1.45 to 1.75 GeV/c2, giving a reduced χ2 ≃ 1.15. A
Gaussian peak, with width fixed at 7.0 MeV (the CLAS
detector resolution) at a mass of 1.542 GeV/c2, was fit
on top of the polynomial background shape to the solid
points in Fig. 5, giving 25 ± 9 counts in the peak. The
significance of a fluctuation is given by S/

√
B + V where

S is the signal above background, B is the background
and V is the variance in the background [20]. The vari-
ance of the background is difficult to estimate precisely,
unless the shape is known. Using the polynomial fit pa-
rameters, the values of B and V in the region from 1.53-
1.56 GeV/c2 are 57 and 7, respectively. This gives a new
statistical significance of 3.1 σ. In hindsight, the original
signal size estimate of 5.2 ± 0.6 σ in our previous pub-
lication was due to a significant under-estimate of the
background.

In summary, the reaction γd → pK−K+n has been
measured using the CLAS detector where the neutron
was identified by missing mass. A search for a narrow
Θ+ resonance decaying into nK+ was done in the mass
range of 1.48 to 1.7 GeV/c2. The upper limit (95% CL)
for the total cross section of Θ+ production ranges from
0.15-0.3 nb, depending on its angular distribution, for a
mass of 1.54 GeV/c2. An upper limit for the elemen-
tary process, γn → K−Θ+, requires a correction for
the proton momentum cutoff. The size of this correction
was estimated from a phenomenological model based on
Λ(1520) production to be a factor of 10, giving an up-
per limit for the elementary γn → K−Θ+ reaction es-

ReacOon:	  γ	  d	  à	  K+	  K-‐	  p	  (n)	  exclusive.	  	  Requires	  proton	  knock-‐out.	  

This	  is	  not	  exactly	  the	  same	  as	  LEPS	  measured.	  	  Can	  we	  do	  beber?	  

B.	  McKinnon	  et	  al.,	  PRL	  96,	  212001	  (2006).	  



Re-‐analysis	  of	  CLAS	  data	  using	  MMSA	  

•  ReacOon:	  γ	  d	  à	  K+	  K-‐	  (p	  n).	  	  Same	  as	  LEPS.	  
•  Problem:	  Fermi	  momentum	  smears	  resoluOon	  
– Use	  the	  MMSA	  technique	  to	  correct	  for	  it.	  

•  Summer	  project	  (2014)	  for	  Max	  Camp.	  
– Refined	  analysis	  summer	  2015.	  
– Now	  under	  analysis	  review	  by	  CLAS.	  

•  Goal:	  as	  best	  possible,	  same	  analysis	  as	  LEPS.	  
– ExcepOon:	  detecOon	  angles	  are	  not	  the	  same.	  



Data	  selecOon	  cuts	  

3.2 Cuts125

The event selection, used for this analysis is presented in Table 1. These cuts will be126

referenced throughout the text and in figure captions to clarify which events are being127

plotted. The cuts and symbols used are described in the following sections.128

Table 1: The following table displays the final cuts used for this analysis. The number of
the cut in this table corresponds to the order in which that particular cut was implemented
into the analysis code.

Number Cut Type Cut Made
Cut1 Beam Energy 2.0GeV < Eeff

γ < 2.5GeV
Cut2 Vertex −36 < z − vertex < −16
Cut3 Timing ∆tradius < 0.54ns
Cut4 Missing Mass MM(γ, π+, π−) > 1.0GeV/c2

Cut5 Fiducial Half maximum of φ(θ)
Cut6 φ meson 1.01 < M(K+, K−) < 1.03 GeV/c2

Cut7 pmin |pmin| < 0.1

3.3 Vertex129

This section gives the spectrum of the z-vertex of the K+, K−. The liquid deuterium target130

resides in the beam axis from -37 cm to -13 cm. Figures 1 and 2 show the Z-vertex spectrum131

of both the K+ and K− for the data and Monte Carlo respectively. In the analysis all counts132

that reside outside of −36 < Vz < −16 are thrown out for either K+ or K−. The same cut133

was used in a similar analysis of Θ+ [3].134

5

Cuts	  1,	  6	  &	  7	  are	  the	  same	  as	  for	  LEPS.	  
Cuts	  3	  &	  4	  are	  for	  ParOcle	  ID.	  
Cuts	  2	  &	  5	  are	  standard	  for	  CLAS.	  



ParOcle	  IdenOficaOon	  

there is no need to take a distance of closet approach approximation when looking at the138

z-vertices.139

3.4 Particle Identification140

To better identify an event of interest, a timing coincidence cut forK+ K− was employed. As141

can be seen in Figure 3 there is a circle about ∆t = 0 which ∆t for the kaons is concentrated.142

The counts in the corner are due to background pions being assigned the incorrect mass. We143

used a circle cut centered at zero, defined as follows:144

x2 + y2 = r2 (2)

where x = ∆t(K+), ∆t(K+) is the timing difference calculated in equation 1 forK− similarly145

y = ∆t(K−), and r = tradius, where tradius is the radius extending from the center circle found146

in figure 3 in units of nanoseconds.147
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CorrecOng	  for	  Fermi	  Smearing	  

the square of the mass of the incoming 4-Vector defined by the photon and target nucleon.275

Reference [1] requires the effective energies to be between 2.0 and 2.5 GeV to diminish the276

effects of unwanted coherent interactions.277

4.4 Λ(1520)278

In order to see the application of the MMSA upon a known peak, it is first applied to Λ(1520)279

produced within the reaction γp → K+Λ(1520) → K+K−p. An important aspect of this280

analysis lies in the dependence found between the values of pmin and MM(γp,K+K−). In281

Figure 19, a two dimensional histogram is plotted to visualize the relationship.282
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Figure 19: 2D histogram showing correlation of pmin to M(pK−). This assumes all cut
criteria in table 1 except the photon energy cut (Cut1).

Before using the MMSA, a phenomenological correction using pmin is explored to give a283

more intuitive understanding of the MMSA. A rotation is implemented by a linear correction284

factor using pmin. This rotation serves to correct for the correlation which exists between285

these two values, essentially a first-order correction to the Fermi momentum spread, as shown286

in Figure 20.287

23

ΜΜ(Κ+)	  before	  the	  	  
MMSA	  correcOon	  
(verOcal	  axis	  is	  the	  	  
Minimum	  Momentum)	  

ΜΜ(Κ+)	  aier	  the	  	  
MMSA	  correcOon	  

ReacOon:	  γ	  d	  à	  K+	  X	  

It should be noted that this way of finding the Λ(1520) peak was done using the missing293

4-Vector and calculating its invariant mass. The degree of rotation of Figure 20 is a free294

parameter, chosen to straighten the line near M(p,K−) = 1520. When the mass of Λ(1520)295

is directly calculated using MMSA this phenomenological correction is not needed.296
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Figure 22: Dependence on pmin when M(pK−) was directly calculated using MMSA, without
any free parameters.
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MMSA	  for	  the	  Λ(1520)	  
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Figure 20: The rotated 2D histogram showing correction of correlation of pmin to M(pK−).

Figure 21 shows the M(pK−) spectra before (blue) and after (green) applying this phe-288

nomenological rotation using pmin. The peak for the Λ(1520) is clearly visible only after289

the correction. Without the rotation, Fermi motion of the target nucleon has smeared the290

resolution of the peak. This demonstrates that the pmin variable can be used as a first-order291

correction to remove the effects of Fermi motion from deuterium.292
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Figure 21: Comparison of M(pK−) before and after application of the rotation. The green
histogram is after the rotation using pmin. This plot is for a restricted range of photon
energies.
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The	  Λ(1520)	  peak	  only	  becomes	  clear	  aier	  the	  MMSA	  correcOon.	  	  

Mass	  of	  the	  (pK-‐)	  System	  



MMSA	  for	  the	  MM(K-‐)	  
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Figure 29: Correlation of the calculated mass M(nK+) with pmin before (a) and after (b) the
MMSA correction. These plot can be compared with similar plots for the Λ(1520) shown in
Figure 22.

The projection of the M(nK+) spectrum is shown in Figure 30 before (blue) and after381

(red) the MMSA is applied. This analysis has thus far been insufficient to resolve any peak382

around the reported mass of 1.524 GeV/c2 using the same methods as used for the LEPS383

publication [1]. Therefore instead of a direct cross section, an upper limit can be calculated.384
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Figure 30: Invariant mass M(nK+) spectrum before (red) and after (blue) the MMSA has
been applied. Cuts 1-7 have been applied here.

6 Upper Limit of Θ+
385

Since there is no Θ+ signal in the data, we proceed to extract an upper limit on the cross-386

section. This was done assuming different assumed masses for the Θ+. Each assumed mass387
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Figure 29: Correlation of the calculated mass M(nK+) with pmin before (a) and after (b) the
MMSA correction. These plot can be compared with similar plots for the Λ(1520) shown in
Figure 22.

The projection of the M(nK+) spectrum is shown in Figure 30 before (blue) and after381

(red) the MMSA is applied. This analysis has thus far been insufficient to resolve any peak382

around the reported mass of 1.524 GeV/c2 using the same methods as used for the LEPS383

publication [1]. Therefore instead of a direct cross section, an upper limit can be calculated.384
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Figure 30: Invariant mass M(nK+) spectrum before (red) and after (blue) the MMSA has
been applied. Cuts 1-7 have been applied here.

6 Upper Limit of Θ+
385

Since there is no Θ+ signal in the data, we proceed to extract an upper limit on the cross-386

section. This was done assuming different assumed masses for the Θ+. Each assumed mass387
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ReacOon:	  γ	  d	  à	  K-‐	  X	  

ΜΜ(Κ-)	  before	  the	  	  
MMSA	  correcOon	  
(verOcal	  axis	  is	  the	  	  
Minimum	  Momentum)	  

ΜΜ(Κ-)	  aier	  the	  	  
MMSA	  correcOon	  



Mass	  Spectrum	  fit	  to	  polynomial	  

(of Θ+) used the cross section calculation of388

σ =
Y ield

A× L
, (16)

where Y ield is the extracted possible signal (at a 90% CL) given a specific background, A389

is the acceptance, and L is the luminostiy. The calculation of luminosity was described in390

Section 4.5.2. Since the upperlimit is only being quoted at one energy, the luminosity in391

all calculations of the upper limit was 4.700 pb−1. The upper limit for the differential cross392

section is not found. Instead the total counts (over any and all accepted anlges) are extracted393

as yield. Although no counts will be added from extreme forward angles due to the beam394

hole, by varying the simulated t-slope to realistic values, an approximation of the events lost395

is folded into the acceptance by not cutting on the generated events.396

6.1 Yield Extracton397

The background is modeled in the region which a “signal” could be resting. This is shown398

in figure 31 for a 4th order polynomial fit.399
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Figure 31: The M(nK+) spectrum fit by a smooth curve from a 4th order polynomial.

Once the parameters of the polynominal are determined, an additional Gaussian can be400

fit on top of this background, as seen in Figure 32. A Gaussian with a fixed σ of 10 MeV401

and a given mean (corresponding to the signal mass) was fit to this histogram, where only402

the height was left as a free parameter. The width was verified to resemble distributions in403

the simulation as seen by Section 6.2. The mass of the Θ+ was varied for the Gaussian fits.404

The Gaussian yields associated for each assumed mass are given in table 7.405
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Mass	  of	  the	  (nK+)	  System	  

No	  Θ+	  peak	  is	  seen.	  	  This	  uses	  the	  same	  analysis	  methods	  as	  LEPS.	  



Assume	  a	  Θ+	  peak	  of	  12	  nb.	  

fquaenergycmLEP0
Entries  11543
Mean    1.572
RMS    0.06029

 / ndf 2χ  101.8 / 98
p5        4.719± 4.012 

1.45 1.5 1.55 1.6 1.65 1.70

20

40

60

80

100

120

140

160

180

200 fquaenergycmLEP0
Entries  11543
Mean    1.572
RMS    0.06029

 / ndf 2χ  101.8 / 98
p5        4.719± 4.012 

Energy of photon (2.0-2.4 GeV)

Figure 32: Fit with the polynomial curve and added Gaussian signal (red) on the quantity
M(nK+). The signal fit is hard to see in conjunction with the fit, and therefore is also drawn
separately (green).

Working backwards from the cross section LEPS quotes (∼12nb) at 1524 MeV, with406

the luminostiy, acceptance, and resolution of CLAS a curve representing this signal can be407

drawn (Figure 33). This demonstrates that CLAS does not see the signal strength claimed408

by LEPS.409
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Figure 33: Demonstrated are signals assuming a 12 nb cross section, along with CLAS
parameters.

6.1.1 Varying the Fit410

The polynomial used to model the background was 4th order. This choice seemed to have411

the most simple form, yet the best fit. However this is not the only possible choice. In412

order to determine the systematic uncertainty in the fit, different choices for the background413

were used. This results in slightly different fits (but similar to Fig. 32) and hence different414
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Very	  Preliminary!!	  	  LEPS	  measured	  a	  cross	  secOon	  of	  
12	  +/-‐	  2	  nb/sr	  in	  the	  angular	  range	  of	  their	  detector.	  



In	  Progress:	  Cross	  secOon	  upper	  limit	  
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Figure 36: This figure represents the upper limit at 90% CL for the Θ+ cross section for
a given assumed mass. This includes systematic uncertainties in the CL calculation as
described in the text.

6.4 Other Systematic Uncertainties444

In this section, we show how the individual cuts effect the final uncertainty in the analysis445

on Θ+. This was done by varying cuts 2-7 because the systematics on cut 1 are negligible.446

The variation of each cut is specified in Table 4 Once the cut has been changed the cross-447

section is calculated for each different presumed mass of Θ+. This gives 5 different relative448

differences from which an average is calculated. This average relative difference is taken to449

be the systematic uncertainty of the cut# under question. The equation below shows how450

the results are obtained.451

RelativeDifferencesystematic = (
1

5
) ∗

5
∑

m=1

σbase − σcut#

σbase

(17)

where m is a particular assumed mass of Θ+, σbase is the cross-section with the cuts given452

in table 1, and σcut# is the cross-section with only the cut# under question, varied.453

Table 4 gives the systematic uncertainty for each cut.454
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Assumed	  Mass	  of	  Θ+	  

Ar
bi
tr
ar
y	  
U
ni
ts
	  

Precise	  numbers	  for	  the	  upper	  limit	  from	  CLAS	  data	  are	  
currently	  undergoing	  review.	  Approval	  expected	  soon.	  



Summary	  

•  CLAS	  data	  (g10	  run)	  was	  analyzed	  with	  the	  
goal	  of	  closely	  following	  the	  LEPS	  Θ+	  analysis.	  

•  No	  peak	  is	  seen	  for	  a	  Θ+	  in	  the	  CLAS	  results.	  
– A	  cross	  secOon	  upper	  limit	  is	  in	  progress.	  

•  Future	  analysis	  of	  other	  CLAS	  data	  (e.g.,	  g13	  
run)	  may	  provide	  more	  stringent	  upper	  limits.	  
– Deuteron	  target	  and	  Eγ	  range	  2	  ~	  2.5	  GeV.	  	  

•  CLAS	  cannot	  access	  K-‐	  angle	  <	  17	  degrees.	  
– ProducOon	  mechanism	  could	  depend	  on	  θK.	  
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