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Some	  open	  questions	  on	  hadronic	  structure
• Can	  we	  describe	  nucleons	  in	  terms	  of	  their	  constituents?	  
• Where	  does	  the	  spin	  of	  the	  nucleon	  come	  from?

Courtesy	  of	  A.	  Bacchetta
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Structure	  of	  the	  nucleon	  50	  years	  ago
1950	  	  

Elastic	  scattering	  
ep	  →	  e’p’	  
Hofstadter Q2

1967	  	  
Deep	  inelastic	  scattering	  

ep	  →	  e’X	  
Friedman,	  Kendall,	  Taylor

Spatial	  distributions	  of	  electric	  
charge	  and	  current

Momentum	  and	  spin	  
distributions	  of	  quarks

Longitudinal momentumpartons partons

multi-‐dimensional	  structure

PDF	  
q(x),	  Δq(x)

Form	  
Factors
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Courtesy	  of	  A.	  Bacchetta

5	  Dimensional	  Structure	  of	  the	  nucleon
Wigner	  distributions	  
ρ(x,b⃗T,k⃗T)

Transverse plane
↑

Longitudinal momentum

Transverse momentum

Transverse  
 position

partons
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Wigner	  distributions	  
ρ(x,b⃗T,k⃗T)

PDF	  parton	  
distribution	  
functions	  (x)

Impact	  parameter	  
distributions	  (x,b⃗T)	  TMD	  transverse-‐

momentum	  
distributions	  (x,k⃗T)	  

GPD	  Generalized	  
parton	  
distributions	  
(x,ξ,Δ⃗T)	  

integral	  over	  xFF	  Form	  
Factors	  	  (Δ⃗T)

2d	  Fourier	  
transform	  b⃗T

DVCS	  -‐	  DVMP

Elastic	  ep

SIDIS

DIS	  -‐	  DIHADRON

Nucleon	  “distributions”
polarization	  
observables

GPDs:	  fully-‐correlated	  quark	  distribufons	  in	  
both	  coordinate	  and	  momentum	  space

H(x,ξ=0,Δ⃗T)
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Large	  Q2,	  t<<Q2	  and	  fixed	  xB	  :	  
• factorization	  
• soft	  part:	  4	  GPDs	  at	  LO

6

Deeply	  Virtual	  Compton	  Scattering	  and	  GPDs	  
ep ! ep� • x	  longitudinal	  quark	  

momentum	  fraction	  
• 2ξ	  longitudinal	  

momentum	  transfer	  to	  the	  
struck	  quark	  

• t	  momentum	  transfer	  to	  
the	  nucleon

⇠ = xB

1 + t
Q2

2� xB + xB
t

Q2

t = (p� p

0)2

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  
4	  GPDs	  for	  each	  quark	  flavor

F (x, ⇠, t)
GPDs “F” : H, H̃, E, Ẽ

Fourier	  transforms	  of	  QCD	  
non-‐local	  and	  non-‐diagonal	  
operator	  hp0| ̄q(0)O q(y)|pi

GPDs in the valence region from DVCS 7

Deep Exclusive Scattering (DES), i.e. the exclusive electroproduction of a photon

or meson on the nucleon at large Q2, is illustrated on the left panel of Fig. 3 for

the case of Deeply Virtual Compton Scattering (DVCS). The theoretical formalism

and the factorization theorems associated with these processes have been laid out in
Refs. [8, 9, 11, 12, 13, 14]. The corresponding factorizing structure functions are the

so-called Generalized Parton Distributions (GPDs) Hq(x, ξ, t), Eq(x, ξ, t), H̃q(x, ξ, t)

and Ẽq(x, ξ, t). They correspond to the Fourier transform of the QCD non-local and

non-diagonal operators which are illustrated on the right panel of Fig. 3 :

P+

2π

∫
dy−eixP

+y−⟨p′|ψ̄q(0)γ
+ψq(y)|p⟩

∣∣∣∣
y+=y⃗⊥=0

= Hq(x, ξ, t) N̄(p
′

)γ+N(p) + Eq(x, ξ, t) N̄(p
′

)iσ+ν ∆ν

2mN
N(p) ,

P+

2π

∫
dy−eixP

+y−⟨p′|ψ̄q(0)γ
+γ5ψq(y)|p⟩

∣∣∣∣
y+=y⃗⊥=0

= H̃q(x, ξ, t) N̄(p
′

)γ+γ5N(p) + Ẽq(x, ξ, t) N̄(p
′

)γ5
∆+

2mN
N(p) , (3)

where P is the average nucleon 4-momentum: P = (p + p′)/2 and ∆ = p′ − p, the 4-
momentum transfer between the final and initial nucleons. The combination of variables

x+ ξ is the light-cone +-momentum fraction (of P ) carried by the initial quark and the

combination x− ξ is the +-momentum fraction carried by the final quark going back in

the nucleon. The variable t, the squared 4-momentum transfer between the final nucleon

and the initial one, is defined as ∆2. GPDs depend on additional variables compared

to PDFs and FFs. They are therefore a richer source of nucleon structure information,
which we will detail in the following subsection.

The QCD operators of Eq. (3) are “non-local” since the initial and final quarks

are created (or annihilated) at different same space-time points and “non-diagonal”

since the momenta of the initial and final nucleons are different. These operators are

illustrated on the right panel of Fig. 3.

e

e’

γ∗❘

✲

✒
q

H, E(x, ξ, t)
H̃, Ẽ(x, ξ, t)

✒N

❘

❘
N

✒

γ′

•
✒

x + ξ

H, E(x, ξ, t)
H̃, Ẽ(x, ξ, t)

✒N(p)

❘ x − ξ
•

❘
N(p + ∆)

✒
t = ∆2

0 y

Figure 3. Left panel: the “handbag” diagrams for DVCS. The factorization theorems
state that this is the dominant process at sufficiently high virtuality of the initial
virtual photon: it is the same quark that has been struck by the virtual photon and
that radiates the final photon. Right panel: illustration of the associated non-local
non-diagonal matrix element ⟨p′|ψ̄q(0)Oψq(y)|p⟩ accessed in DES.
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Deeply	  Virtual	  Compton	  Scattering	  and	  GPDs
Deeply Virtual Compton Scattering and GPDs 

Vector: H (x,ξ,t) 

Tensor: E (x,ξ,t) 

Axial-Vector: H (x,ξ,t) 

Pseudoscalar: E (x,ξ,t) 

~ 

~ 
conserve nucleon spin 

flip nucleon spin 

At leading order QCD, twist 2, chiral-even (quark helicity is conserved), quark sector 
→ 4 GPDs for each quark flavor 

Average	  over	  quark	  helicity	  
unpolarized	  GPDs

Difference	  of	  quark	  helicity	  
polarized	  GPDs

Hs	  conserve	  nucleon	  spin Es	  flip	  nucleon	  spin

Quark	  helicity	  is	  conserved
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Accessing	  GPDs	  via	  DVCSAccessing GPDs through DVCS 
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s = s+ - s -  I(DVCS·BH) 

s~ |TDVCS +TBH|2 

I(DVCS·BH) 
 A =                

2s  
s  

   |BH|2+|DVCS|2+I  

s, DSA 

s 

Only x and t 
are accessible 

experimentally 

Real and imaginary parts of  
Compton Form Factors 

A =
�+ � ��

�+ + �� / I

|TDVCS|2 + |TBH|2 + I

d

4
�

dQ

2
dxBdtd�

/ |TDVCS + TBH|2 = |TDVCS|2|+ |TBH|2 + I

	  Cross	  section	  measurement	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  Polarization	  measurements:	  asymmetries	  and	  cross-‐section	  
differences	  ⇒

Bethe	  Heitler	  experimentally	  indistinguishable	  from	  DVCS

TDVCS / P
Z 1

�1
dx


1

x� ⇠

⌥ 1

x+ ⇠

�
F (x, ⇠, t)� i⇡[F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t)]

�+ � �� / I = TDVCST
⇤
BH + T ⇤

DVCSTBH
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Observable Proton Neutron

Beam	  Spin	  Asymmetry	  ALU

Target	  Spin	  Asymmetry	  AUL

Double	  Spin	  Asymmetry	  ALL

Transverse	  Target	  Spin	  Asymmetry	  AUT

9

ALL(�) / <e[F1
eH+ ⇠(F1 + F2)(H+

xB

2

E)� ⇠(

xB

2

F1 +
t

4M

2
F2)

eE ](A+B cos�)

ALU(�) / =m[F1H+ ⇠(F1 + F2) eH� t

4M2
F2E ]sin�

AUL(�) / =m[F1
eH+ ⇠(F1 + F2)(H+

xB

2
E)� ⇠(

xB

2
F1 +

t

4M2
F2)eE ]sin�

GPDs	  sensitivity	  of	  DVCS	  spin	  observables

<eF = P
Z 1

�1
dx


1

x� ⇠

⌥ 1

x+ ⇠

�
F (x, ⇠, t)

=mF = ⇡ [F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t)]

Compton	  Form	  Factors:	  8	  GPD-‐related	  quantities

AUT(�) / =m[k(F2H� F1E) + ...]sin�

=m{Hp, fHp, Ep} =m{Hn, fHn,En}

=m{Hp,gHp} =m{Hn, fHn, En}

<e{Hp,gHp} <e{Hn, fHn, En}

=m{Hp,Ep} =m{Hn}
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Overview	  of	  DVCS	  experiments	  in	  the	  world	  
• COMPASS	  

• Momentum	  100-‐190	  GeV	  
• p-‐DVCS	  X-‐sec,BSA,BCA,	  tTSA,lTSA,DSA	  	  

• H1	  ZEUS	  
• p-‐DVCS	  X-‐sec,BCA	  	  

• HERMES	  
• 27	  GeV	  beam	  
• p-‐DVCS	  BSA,BCA,	  tTSA,lTSA,DSA	  	  

• JEFFERSON	  LAB	  -‐	  
• 	  6	  GeV	  e	  beam	  
• Hall	  A	  high	  precision	  X-‐sec	  pDVCS	  
nDVCS,	  X-‐sec,	  ΔX-‐sec	  

• CLAS	  wide	  kinematic	  coverage	  pDVCS	  
BSA,	  lTSA,	  DSA,	  X-‐sec,	  ΔX-‐sec
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DVCS	  at	  	  Jefferson	  Lab
Continuous 
Electron 
Beam 
Accelerator 
Facility 

Imax=200µA 
Emax=6 GeV 
σE/E~2.5 10-5 

Beam Pol~80% 

m-drive/martz//graphics/3dart/halla/newfolder/arms2.ai  jm  7/26/00

Hall A

Hadron ArmElectron Arm

Beamline Transport Assembly

Target

Beamline

Hall	  B	  CLAS	  
L~1034	  	  	  cm-‐2s-‐1	  
Large	  acceptance

Hall	  A	  2HRS	  
L~1037	  	  cm-‐2s-‐1	  
High	  resolution
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CLAS:	  DVCS	  Beam	  Spin	  Asymmetry
S.	  Stepanyan	  et	  al.,	  PRL	  87	  (2001)

BSA

First	  measurement	  of	  the	  BSA	  in	  
exclusive	  electro-‐	  production	  of	  real	  
photons	  in	  the	  deeply	  inelastic	  
regime	  

0
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200

250

300

-0.1 -0.05 0 0.05 0.1 0.15 0.2
Mx

2 (GeV2)

Ev
en

ts

FIG. 3. Missing mass squared distribution for the reaction
ep → epX . Events are integrated in the range of φ from
70◦ to 110◦. The curves are described in the text.

where Pe is the beam polarization, N+(−)
γ is the num-

ber of ep → epγ events at positive (negative) beam
helicity. The average beam polarization, Pe = 70%, was
measured using Møller scattering.

In Figure 4 we present our main result, the φ depen-
dence of A. Data in each φ bin are integrated in the range
of Q2 from 1.00 (GeV/c)2 to 1.75 (GeV/c)2 and −t from
0.1 (GeV/c)2 to 0.3 (GeV/c)2. The error bars shown are
statistical. Most of the systematic uncertainties related
to the experiment do not contribute to A. Only the error
in the measurement of beam polarization, ±1.65%, re-
mains. There is also a systematic error in the calculation
of Nγ due to the determination of the mean and stan-
dard deviation of the Gaussian functions for the photon
and pion missing mass squared distributions, and also
due to the fit procedure to the M2

x distributions. These
errors are defined as a deviation of A from its central
value, when the mean and standard deviation of Gaus-
sians are shifted within their errors, and when different
fit techniques were used (see [12] for details).

The data points are fitted with the function A (φ) =
α sin φ+β sin 2φ. The fitted parameters are α = 0.202±
0.028stat±0.013sys and β = −0.024±0.021stat±0.009sys.
In the Bjorken regime β should vanish, leaving only the
contribution from transverse photons (see e.g. Ref. [10]).
In Figure 4 the dark shaded region corresponds to the
range of the fitted function within the statistical uncer-
tainties of α and β. The light shaded region includes
systematic uncertainties on these parameters, estimated
using the method described above.

The resulting asymmetry is in a good agreement with

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0 50 100 150 200 250 300 350
φ (deg)

A

FIG. 4. φ dependence of the beam spin asymmetry A. The
dark shaded region is the range of the fitted function A(φ)
defined by the statistical errors of parameters α and β, the
light shaded region includes systematic uncertainties added
linearly to the statistical uncertainties. The curves are model
calculations according to Refs. [6,11] and are discussed in the
text.

a sinφ modulation. Curves in Figure 4 show the re-
sults of theoretical calculations from Refs. [5,11,13] at
fixed values of Q2 = 1.25 (GeV/c)2, xB = 0.19, and
−t = 0.19 (GeV/c)2. The limited experimental informa-
tion does not allow to unambiguously extract GPDs from
the measurement. Description of GPDs that model the
ξ and t dependencies are therefore used to predict ob-
servables accessible in experiments. The dashed curve is
a calculation at leading-twist [5] and no ξ dependence in
the evaluation of GPDs, the dotted curve is leading-twist
with ξ dependence [5], and the solid curve includes twist-
3 [14,15] effects. All three calculations include the D-
term in the parameterization of the GPDs [16], which is
related to double pion contributions. For a more detailed
description of the model assumptions we refer to a recent
review [11]. We have estimated that the model asymme-
tries would be reduced by about 7% if they are averaged
over the experimental acceptances, bringing them some-
what closer to the measured data points.

Although the experimental results are close to the
lower range of theoretical predictions, none of the cal-
culations is in agreement with our data. This could be
due to several factors which need to be studied in fu-
ture research. Firstly, parameterizations of the ξ depen-
dence of the GPDs were modeled in only a few different

5

E	  =	  4.3	  GeV	  
e	  p	  →	  e	  p	  X	  
CLAS	  
Target	  LH2

<Q2>=1.25	  GeV2	  
<xB>=0.19	  
<-‐t>=0.19	  GeV2

A=a	  sinφ+b	  sin	  2φ	  
a>>b	  twist	  2	  dominance
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FIG. 2. The measured distribution of photons observed
in hard electroproduction versus the missing mass squared
Mx

2. In the upper panel the full kinematic range is dis-
played, while the low Mx

2 domain is shown in the lower
panel. The light-gray histogram represents the results
of a Monte-Carlo simulation in which fragmentation pro-
cesses and the Bethe-Heitler process are included, while the
dark-shaded histogram represents only the BH contribution.
The Monte-Carlo simulation includes the effect of the detector
resolution.

Events were selected if they contained only one
positron track with momentum larger than 3.5 GeV and
only one photon with an energy deposition greater than
0.8 GeV in the calorimeter. The following requirements
were imposed on the positron kinematics: Q2 > 1 GeV2,
W 2 > 4 GeV2, and ν < 24 GeV, where W denotes the
photon-nucleon invariant mass.

In Fig. 2, the missing mass distribution of the se-
lected events is compared to the results of a Monte-Carlo
(MC) simulation in which photons from fragmentation
processes in deep-inelastic scattering and from the ex-
clusive BH process, e + p → e′ + γ + p, are included.
The missing mass is defined as M2

x = (q + Pp − k)2 with
q, Pp and k being the four-momenta of the virtual pho-
ton, the target nucleon and the produced real photon,
respectively. Due to the finite momentum resolution of
the spectrometer M2

x may be negative, in which case we
define Mx = −

√

−M2
x .

The MC calculation is normalized to the same num-
ber of deep-inelastically scattered positrons as were ob-
served inclusively in the experiment (about 5.1 million
DIS events), which corresponds to an integrated luminos-
ity of 104 pb−1. There is fairly good agreement between
the data and the MC results in the relevant kinematic
range of the photon spectrum. In the region of low miss-
ing mass, the main contribution is due to the BH process,
while the smeared DIS contribution is almost negligible.
The smearing of the data to negative M2

x values is well
reproduced by the Monte-Carlo calculation, which does
not include the DVCS process. This result is consistent

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-3 -2 -1 0 1 2 3

φ (rad)

A LU

FIG. 3. Beam-spin asymmetry ALU for hard electropro-
duction of photons as a function of the azimuthal angle φ.
The data correspond to the missing mass region between -1.5
and +1.7 GeV. The dashed curve represents a sin φ depen-
dence with an amplitude of 0.23, while the solid curve repre-
sents the result of a model calculation taken from Ref. [17].
The horizontal error bars represent the bin width, and the
error band below represents the systematic uncertainty.

with the calculations of Ref. [15], where it is shown that
the DVCS contribution to the electroproduction of pho-
tons is less than 10% for the present kinematics.

Photon pairs from π0 decay are removed from the data
by requiring the presence of exactly one photon cluster in
the (segmented) calorimeter. There could be a remain-
ing π0 contamination from photon pairs that can not be
spatially resolved by the granularity of the calorimeter.
It may also happen that one of the π0 decay photons
escapes detection. These contaminations have been es-
timated in the nominal exclusive region using a Monte-
Carlo simulation. It was found that π0 mesons produced
in exclusive processes or as fragmentation products in
deep-inelastic scattering may contaminate the exclusive
part of the photon spectrum by at most 8.5%.

The DVCS-BH interference terms can be extracted
from the dependence of the data on the azimuthal an-
gle φ. In order to have an almost full φ-coverage, events
were selected with 15 < θγγ∗ < 70 mrad, where θγγ∗

represents the angle between the directions of the virtual
photon and the real photon. A MC-simulation shows
that for angles smaller than 15 mrad, the granularity of
the calorimeter (9 × 9 cm2) is insufficient to reliably de-
termine the angle φ. For angles larger than 70 mrad, the
φ-acceptance is restricted. The average φ-resolution in
the selected θγγ∗ range is about 0.14 rad.

In Fig. 3, the azimuthal dependence of the measured
beam-spin asymmetry ALU is shown, which is defined as

ALU (φ) =
1

⟨|Pl|⟩
·

N+(φ) − N−(φ)

N+(φ) + N−(φ))
, (3)

4

A.	  Airapetian	  et	  al.	  Phys.	  Rev.	  Lett.	  87,	  182001	  (2001)	  

BSA@Hermes
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CLAS:	  dedicated	  BSA	  measurement	  
F.X.	  Girod	  et	  al.,	  PRL	  100	  (2008)
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FIG. 2: (Color online) Distributions in cone angle θγY for the
ep → epY reaction (left) and in missing energy EX for the
ep → epγX reaction (right), before (black dotted curve) and
after (red solid) all kinematic cuts discussed in the text but
the one on the histogrammed variable, given by the location
of the arrow. The thin solid black line represents the physi-
cal background, calculated from measured ep → epπ0 events.
The distributions are integrated over all kinematic variables
and apply to the case where the photon is detected in the IC.

two photons are detected [21], and multiplying it by the
ratio of acceptances Acc1γ

π0/Acc2γ
π0 , where the “1γ” ac-

ceptance is to be understood with the photon satisfy-
ing all the ep → epγ event selection cuts. This ratio,
which depends mostly on the photon geometrical cuts
and on the relevant resolutions, has been calculated with
the standard CLAS simulation package and a simplified
fast Monte-Carlo, the two results being used to evaluate
the corresponding systematic uncertainties. The back-
ground proportion f varies between 1 and 25% depend-
ing on the kinematic bin, 5% in average. The number of
ep→ epγ events is then, for each beam-helicity state and
for each elementary bin in the four kinematic variables
(see below), N⃗ = N⃗ep→epγX − (Acc1γ

π0/Acc2γ
π0)N⃗

2γ
π0 , and

the asymmetry A = (N⃗ −
←−
N )/P (N⃗ +

←−
N ). Finally, radia-

tive corrections were applied [22]. These tend to increase
the asymmetries very slightly.

The data were divided into thirteen bins in the (xB ,
Q2) space as per Fig. 3, five bins in −t (defined by
the bin limits 0.09, 0.2, 0.4, 0.6, 1 and 1.8 GeV2) and
twelve 30◦ bins in φ. Bin-size corrections were applied.
Whether integrated in t or in each t-bin (Fig. 3), the φ-
distributions were always found to be compatible with
Eq. (2) with d = 0. The parameter d is expected to
be smaller than 0.05 over our kinematic range, and in-
deed was found compatible with zero, within statistical
accuracy, when including it in the fit. The deviation
from a pure sine function as |t| increases is seen in all
(xB , Q2) bins and results in the parameter c becoming
negative [23]. The parameter a is the best estimate of
A(90◦) and is represented in Fig. 4. Point-to-point sys-
tematic uncertainties arise mostly from the background
subtraction: ∆Ab = (A − Aπ0)∆f/(1 − f), where the
relative error on f is conservatively estimated to be 30%
and Aπ0 is the asymmetry for the reaction ep → epπ0,

1
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4

0.1 0.2 0.3 0.4 0.5
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2-t = 0.49 GeV
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Bx

)2 (GeV2Q

FIG. 3: (Color online) Left: kinematic coverage and binning
in the (xB, Q2) space. Right: A(φ) for 2 of the 62 (xB, Q2,
t) bins, corresponding to ⟨xB⟩ = 0.249, ⟨Q2⟩ = 1.95 GeV2,
and two values of ⟨t⟩. The red long-dashed curves correspond
to fits with Eq. (2) (with d = 0). The black dashed curves
correspond to a Regge calculation [24]. The blue curves corre-
spond to the GPD calculation described in the text, at twist-2
(solid) and twist-3 (dot-dashed) levels, with H contribution
only.

ranging between 0.04 and 0.11 at 90◦ [21]. The sensi-
tivity of the results to the event selection cuts was stud-
ied as well. From these two sources of information, the
systematic uncertainty on a was inferred to be 0.010, in-
dependent of xB , Q2 and t. An overall normalization
uncertainty arises from the uncertainty in the beam po-
larization (3.5%). Additional details on the experiment
and on the data analysis may be found in Ref. [23].

The wide kinematic coverage of the present data is
important for global analyses of ep → epγ observables
and for a model-independent extraction of DVCS ampli-
tudes. The beam-spin asymmetries are especially, but
not uniquely, sensitive to the GPD H . When combined
with other observables more sensitive to H̃ and E, as
well as with unpolarized cross sections, it will be possi-
ble to obtain the real and imaginary parts of the Comp-
ton form factors of all GPDs, as defined in Eqs. (3)
and (4). Additional theoretical work is also required, to
clarify how power-suppressed contributions not included
in Ref. [19] would affect the relations between observables
and GPDs [25]. Presently, GPDs may be calculated using
theoretical models based on constituent quarks, on a chi-
ral quark-soliton description of the nucleon, on light-cone
or other frameworks. The first moments of GPDs are be-
ing calculated using lattice QCD techniques. But none of
these calculations are developed to the point of making
the link to DVCS observables. Alternatively, constrained
parameterizations have been used to make predictions of
DVCS beam-spin asymmetries. Following Refs. [26, 27],
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FIG. 4: (Color online) a = A(90◦) as a function of −t. Each
individual plot corresponds to a bin in (xB, Q2). Systematic
uncertainties and bin limits are illustrated by the grey band in
the lower left plot. Black circles are from this work. Previous
results are from Ref. [12] (red square) or extracted from cross
section measurements [17] (green triangles), at similar - but
not equal - values of ⟨xB⟩ and ⟨Q2⟩. See Fig. 3 caption for
curve legend.

such a parameterization of the GPD H may be

H =
∑

q

e2
q

{

∫ +1

−1
dβ

∫ 1−|β|

−1+|β|
dα δ(x− β − ξα)hq(β, α, t)

+ θ

(

1−
x2

ξ2

)

Dq

(

x

ξ
, t

)}

, (5)

with hq(β, α, t) = q(β)πb(β, α)e−α′

1
(1−β)t , (6)

where eq and q(β) are the electric charge and unpolar-
ized parton distribution for quark flavor q, πb a profile
function [26] and α′

1 is a Regge slope adjusted to recover
the proton form factor F1 from the first moment of the
GPD. Eq. (6) extends the ansatz of Ref. [27] for the t de-
pendance to non-zero values of ξ. The D term in Eq. (5)
is calculated within a quark-soliton chiral model [7]. Us-
ing predetermined parameters, the calculations of beam-
spin asymmetries yield the solid and dot-dashed curves
in Figs. 3 and 4, without and with a twist-3 term calcu-
lated in the Wandzura-Wilczek approximation [7]. The
predictions overestimate the asymmetries at low |t|, es-
pecially for small values of xB and/or Q2. Variations
of the parameter b entering the profile function πb do
not resolve this problem, which may indicate that dou-
ble distributions are not flexible enough to reproduce this
behaviour.

Alternatively, description of the process in terms of
meson (or more generally Regge trajectory) exchanges
has been attempted [24, 28]. DVCS may be viewed as ρ
production followed by ρ-γ coupling in vacuum or in the
nucleon field. In addition to pole contributions in the t
channel [29], the box diagram that takes into account ρ-
nucleon intermediate states has been evaluated [24]. This
calculation, represented by the dashed curves in Figs. 3
and 4, is in fair agreement with our results up to Q2 = 2.3
GeV2. The significance of this dual description (Regge
vs. handbag) remains to be fully investigated.

In summary, the most extensive set of DVCS data to
date has been obtained with the CLAS spectrometer,
augmented with specially designed small-angle photon
calorimeter and solenoid. Beam-spin asymmetries were
extracted in the valence quark region, as a function of all
variables describing the reaction. Present parameteriza-
tions of GPDs describe reasonably well, but not perfectly,
the main features of the data. The measured kinematic
dependences will put stringent constraints on any DVCS
model, and in particular on the generalized parton dis-
tributions in the nucleon.
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E	  =	  5.75	  GeV	  
e⃗	  p	  →	  e	  p	  γ	  
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—	  VGG*	  twist	  2	  	  
-‐·∙-‐	  VGG*	  twist	  3	  and	  3	  
-‐	  -‐	  Regge	  model	  (Laget)

Data	  
● e1dvcs	  data	  
△Hall	  cross-‐section	  
■CLAS@	  4GeV

Added to the standard CLAS 
9 Solenoid magnet +  

9 IC (inner calorimeter): 
 424 lead-tungstate crystals 

+ APD readout 

The CLAS e1-DVCS experiment 

F.X. Girod et al., PRL 100, 162002 (2008)  

BSA 
Fit = a sinf/(1+b cosf) CLAS e1-dvcs 

Hall A 
CLAS @ 4.3 GeV2 

VGG(*) twist-2 
VGG(*) twist-2 and 3 
Regge model (Laget) 

(*) Vanderhaegen, Guichon, Guidal 

ep→epγ → 

Part 1 of the e1-DVCS experiment:  
• Data taken in the spring 2005 
• Beam energy ~ 5.75 GeV 
• Beam polarization ~ 80% 

• Target LH2 
(More data taken in 2008, under analysis) 

BSA ~ Im{Hp, Hp,Ep} ~ 

A=a	  sinφ/(1+	  cos	  φ)

More	  data	  taken	  in	  2008

*Vanderhaegen,	  Guichon,	  Guidal
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CLAS:	  Target	  spin	  asymmetry	  
S.	  Chen	  et	  al	  Phys.	  Rev.	  Lett.	  97,	  072002

First	  measurement	  of	  the	  longitudinal	  
TSA	  in	  exclusive	  electro-‐	  production	  of	  
real	  photons	  in	  the	  deeply	  inelastic	  
regime	  

5

TABLE I: The π0 fraction and statistical uncertainties in ob-
served single photon events

φ (degree) Fπ0 ± ∆Fπ0 φ (degree) Fπ0 ± ∆Fπ0

0 − 36 0.106 ± 0.010 180 − 216 0.373 ± 0.022
36 − 72 0.117 ± 0.009 216 − 252 0.313 ± 0.019
72 − 108 0.242 ± 0.018 252 − 288 0.216 ± 0.015
108 − 144 0.324 ± 0.021 288 − 324 0.103 ± 0.008
144 − 180 0.414 ± 0.023 324 − 360 0.101 ± 0.007

                   Degree                   φ
0 50 100 150 200 250 300 350
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A
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-0.2

0

0.2

0.4

FIG. 5: The azimuthal angle φ dependence of the target-spin
asymmetry for exclusive electroproduction of photons after
subtraction of the π0 background. The dashed curve is the
full model prediction using the ξ-dependent GPD parameter-
ization [15] (bval=bsea=1, and E=Ẽ=0) based on MRST02
unpolarized PDFs [16] and polarized PDFs [17] for the twist-2
terms, and higher twists included in those terms. The dotted
curve shows the asymmetry when H̃=0. The solid curve is
described in the text.

β = −0.022±0.045stat±0.021sys. The AUL is dominated
by the sinφ term while the sin 2φ term is compatible with
zero within the error bars, indicating that higher twists
do not contribute significantly in our kinematical range.

To obtain information on the kinematic dependence of
the sin φ-moment of AUL (Asin φ

UL ) [9], the data were di-
vided into 3 bins in ξ and −t, respectively. The leading
term Asin φ

UL was extracted for each bin. The results are
shown in Fig. 6, where the asymmetry was integrated
over the other kinematic variables. A clear ξ-dependence
of Asin φ

UL is seen, with asymmetries increasing with ξ. The
theoretical calculations shown in Fig. 5 and Fig. 6 have
been obtained by including target mass corrections. Un-
like Deep Inelastic Scattering (DIS), a full calculation of
such corrections is still an open problem for DVCS. We
have however included the kinematical higher twist ef-
fects in the twist-2 amplitude. In the presence of those
effects the GPDs entering in the asymmetry Eq.( 2) are
proportional to GPDs at (ξ′, ξ, t), where the difference
between ξ′ and ξ include terms proportional to M2/Q2

and −t/Q2 as shown in Ref. [15]. As can be noticed on
Fig. 5 and Fig. 6, the thus obtained theoretical calcula-
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φ
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ξ

FIG. 6: The left panel shows the −t dependence of the sin φ-
moment of AUL for exclusive electroproduction of photons,
while the right shows the ξ dependence. Curves as in Fig. 5.

tion agrees within experimental uncertainties well with
the measurement.

In Fig. 5 and Fig. 6, the error bars are statistical,
and the systematic uncertainty is shown as a band at
the bottom. The sources of systematic uncertainties are
identified as the dilution factor calculation (∼ 4%), es-
timation of target polarization (∼ 7%), 15N polarization
(∼ 0.5%) [18], radiative corrections (< 0.1%) [19], eval-
uation of the π0-decay background from MC simulations
(< 2.5%), and the angle cut (< 5%).

Combined with the data expected from precision mea-
surements of the beam spin asymmetry which is dom-
inated by GPD H [20], these results will allow us to
constrain different GPDs. The target-spin asymmetry
in DVCS is also under study at HERMES [21].

In summary, we have presented the target-spin asym-
metry for exclusive electroproduction of photons. A sig-
nificant sinφ moment of the target-spin asymmetry is
observed and is consistent with predictions based on the
GPD formalism. The measured asymmetry is consis-
tent with predictions of a large contribution from GPD
H̃ . Kinematic dependences of the target-spin asymmetry
have also been studied. The leading term Asin φ

UL increases
with increasing ξ, in agreement with the model predic-
tion.
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was supported in part by the U.S. Department of Energy
(DE-FG02-92ER40735) and the National Science Foun-
dation, the Italian Istituto Nazionale di Fisica Nucleare,
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the French Commissariat à l’Energie Atomique, the UK
Engineering and Physical Science Research Council, and
the Korean Research Foundation. The Southeastern
Universities Research Association (SURA) operates the
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e⃗	  p⃗	  →	  e	  p	  γ	  
CLAS	  
Target	  NH3

<Q2>=1.82	  GeV2	  
<xB>=0.16	  
<-‐t>=0.31	  GeV2

Sensitivity	  to	  Im{H{ }

A=a	  sinφ+b	  sin	  2φ	  
a>>b	  twist	  2	  dominance	  
Handbag	  dominance	  
confirmed	  @Hermes	  
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lTSA

here it is not experimentally separable from the non-resonant data, it is treated as a part

of the signal.
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Figure 1: Amplitudes of the target-spin asymmetry AUL sensitive to a combination of the In-
terference and squared-DVCS terms, for positrons incident on longitudinally polarised protons, as
projections in −t, xB, and Q2. The leftmost column shows the asymmetry values when the extrac-
tion is performed in a single bin across the entire kinematic range of the data set. The error bars
(open red bands) show the statistical (systematic) uncertainties and the solid blue bands represent
the predictions from the “VGG Regge” GPD model described in Refs. [8, 31]. There is an addi-
tional 4.2% scale uncertainty due to the precision of the measurement of the target polarisation.
The fractional contributions from resonance production estimated from an MC model are presented
in the bottom panel.

All amplitudes presented correspond to Fourier coefficients described in Ref. [11] relat-

ing to the twist-2 and twist-3 CFFs shown in Table 2 with the caveat that this relationship

may be complicated by various cn terms in the denominators of Eqs. 1.7 and 1.9.

The first harmonic of the AUL, when the extraction is performed in a single bin from all

kinematics, exhibits the value Asinφ
UL = −0.073±0.032 (stat.)±0.007 (syst.). The kinematic

projections provide no evidence of strong dependences on −t, xB, or Q2. This asymmetry

amplitude receives a mixture of twist-2 and twist-3 contributions, as shown in Table 2.

The primary contributor is CI
LP, which is twist-2 and is expected to dominate the twist-3

– 11 –

A.	  Airapetian	  et	  al.,	  JHEP	  1006	  (2010)	  
TSA@Hermes

Non-‐zero	  sin2φ
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CLAS:	  polarized	  target	  DVCS	  dedicated	  run	  
• High	  statistics,	  improvement	  of	  a	  factor	  10	  over	  previous	  target	  asymmetry	  
measurement	  (S.	  Chen	  et	  al)	  

• Complete	  detection	  of	  the	  final	  state	  -‐>small	  nuclear	  background	  
• Large	  kinematic	  range	  
• Simultaneous	  measurement	  of	  all	  three	  Beam,	  Target,	  and	  Double	  spin	  
asymmetries	  in	  the	  same	  kinematic	  range	  
• simultaneous	  fit	  
• Compton	  Form	  Factors	  

Observable Sensitivity	  to	  
CFFs

Experiment Notes

Δσbeam(p) Im	  Hp Hall	  A High	  statistics,	  limited	  
coverage,	  4	  dimensional	  

(Q2,xb,-‐t,φ)ALU	  (p) Im	  Hp HERMES	  CLAS High	  statistics	  and	  
coverage,	  4	  dimensional	  

(Q2,xb,-‐t,φ)Δσbeam(n) Im	  En Hall	  A One	  	  (Q2,xb)	  bin,	  7	  -‐t	  bins,	  
low	  statistics,	  high	  

systematics
AUL	  (p) Im	  H̃p,Im	  Hp HERMES	  CLAS Low	  statistics	  integrated	  

over	  3/4	  variables

ALL	  (p) Re	  H̃p,Re	  Hp HERMES Low	  statistics	  integrated	  
over	  3/4	  variables

AUT	  (p) Im	  Hp,Im	  Ep HERMES Low	  statistics	  integrated	  
over	  3/4	  variables

Analysis work by: 
Biselli 
Niccolai 
Pisano 
Seder



CIPANP	  2015,	  Vail,	  CO,	  May	  19-‐24	  2015
16

CLAS:Target	  Spin	  Asymmetries	  for	  DVCS	  
E. Seder et al Phys. Rev. Lett. 114 (2015) 032001 
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FIG. 4: (Color online) a = A(90◦) as a function of −t. Each
individual plot corresponds to a bin in (xB, Q2). Systematic
uncertainties and bin limits are illustrated by the grey band in
the lower left plot. Black circles are from this work. Previous
results are from Ref. [12] (red square) or extracted from cross
section measurements [17] (green triangles), at similar - but
not equal - values of ⟨xB⟩ and ⟨Q2⟩. See Fig. 3 caption for
curve legend.

such a parameterization of the GPD H may be

H =
∑

q

e2
q

{

∫ +1

−1
dβ

∫ 1−|β|

−1+|β|
dα δ(x− β − ξα)hq(β, α, t)

+ θ

(

1−
x2

ξ2

)

Dq

(

x

ξ
, t

)}

, (5)

with hq(β, α, t) = q(β)πb(β, α)e−α′

1
(1−β)t , (6)

where eq and q(β) are the electric charge and unpolar-
ized parton distribution for quark flavor q, πb a profile
function [26] and α′

1 is a Regge slope adjusted to recover
the proton form factor F1 from the first moment of the
GPD. Eq. (6) extends the ansatz of Ref. [27] for the t de-
pendance to non-zero values of ξ. The D term in Eq. (5)
is calculated within a quark-soliton chiral model [7]. Us-
ing predetermined parameters, the calculations of beam-
spin asymmetries yield the solid and dot-dashed curves
in Figs. 3 and 4, without and with a twist-3 term calcu-
lated in the Wandzura-Wilczek approximation [7]. The
predictions overestimate the asymmetries at low |t|, es-
pecially for small values of xB and/or Q2. Variations
of the parameter b entering the profile function πb do
not resolve this problem, which may indicate that dou-
ble distributions are not flexible enough to reproduce this
behaviour.

Alternatively, description of the process in terms of
meson (or more generally Regge trajectory) exchanges
has been attempted [24, 28]. DVCS may be viewed as ρ
production followed by ρ-γ coupling in vacuum or in the
nucleon field. In addition to pole contributions in the t
channel [29], the box diagram that takes into account ρ-
nucleon intermediate states has been evaluated [24]. This
calculation, represented by the dashed curves in Figs. 3
and 4, is in fair agreement with our results up to Q2 = 2.3
GeV2. The significance of this dual description (Regge
vs. handbag) remains to be fully investigated.

In summary, the most extensive set of DVCS data to
date has been obtained with the CLAS spectrometer,
augmented with specially designed small-angle photon
calorimeter and solenoid. Beam-spin asymmetries were
extracted in the valence quark region, as a function of all
variables describing the reaction. Present parameteriza-
tions of GPDs describe reasonably well, but not perfectly,
the main features of the data. The measured kinematic
dependences will put stringent constraints on any DVCS
model, and in particular on the generalized parton dis-
tributions in the nucleon.
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• Agreement	  with	  Hermes	  &	  CLAS

AUL =

↵UL sin�

1 + � cos�

• Qualitative	  agreement	  VGG	  &	  GK	  low	  t	  
• Good	  agreement	  KMM12	  for	  t<Q2/4

CLAS:Target	  Spin	  Asymmetries	  for	  DVCS	  

• Weaker	  drop	  in	  -‐t	  than	  AUL	  

➮Axial	  charge	  ImH̃	  ⬄ALU	  is	  
more	  concentrated	  than	  electric	  
charge	  ImH	  ⬄	  ALU
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nuclear	  effects	  

• Sensitivity	  to	  Im	  Hp	  	  
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• M.	  Guidal,	  Eur.	  Phys.	  J.	  A	  37,	  319	  (2008)	  
• Local	  fitting	  at	  each	  experimental	  Q2,xB,t	  
• Quasi	  model-‐independent:	  bounding	  the	  
domains	  of	  variation	  of	  the	  CFFs	  (5xVGG)	  	  	  

• 8	  unknowns,	  non	  linear	  problem,	  strong	  
correlations

• Mostly	  sensitive	  to	  ImH̃	  
• ImH	  has	  a	  steeper	  slope	  than	  ImH̃ -‐	  axial	  
charge	  more	  concentrated?	  

• Slope	  of	  ImH decreasing	  as	  xb	  increases	  -‐	  
fast	  quarks	  (valence)	  more	  concentrated	  in	  
the	  nucleon’s	  center,	  slow	  quarks	  (sea)	  
more	  spread	  out	  	  

• Not	  enough	  ALL	  statistical	  precision	  to	  
extract	  real	  parts	  ReH̃	  ReẼ	  

S. Pisano et al Phys. Rev. D.91 052014 
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Hall	  A	  -‐	  cross	  section	  result	  (2006)
C.M.	  Camacho	  et	  al.,	  PRL	  97	  (2006)

dows. We include spectrometer resolution and acceptance
effects and a full GEANT3 simulation of the detector re-
sponse to the DVCS photons and protons. The spectrome-
ter acceptance is defined for both the data and simulation
by a R-function cut [24]. Radiative corrections for virtual
photons and unresolved real photons are applied according
to the VCS (BH! Born amplitude) specific prescriptions
of Ref. [25]. This results in a global correction factor
(independent of !"" or helicity) of 0:91" 0:02 applied
to our experimental yields. Within the quoted uncertainty,
this correction is independent of the kinematic setting.

For each (Q2, xBj, t) bin, we fit the Re and Im
parts (as appropriate) of the harmonics Cn 2
fCI #F $; CI #F eff$; %CI !!CI &#F $g as independent pa-
rameters. In Kin-1 and Kin-2, due to the lower photon
energy E" (Table I), our acceptance, trigger, and readout
did not record a comprehensive set of ep! e#0X events.
For those events we were able to reconstruct, we found
only a few percent contribution to d", but a larger con-
tribution to d$. For Kin-1,2, we only present results on d".
Our systematic errors in the cross-section measurements
are dominated by the following contributions: 3% from
HRS' PbF2 acceptance and luminosity; 3% from
H#e; e0"$"X (#0) background; 2% from radiative correc-
tions; and 3% from inclusive H#e; e0"$N# . . . background.
The total, added in quadrature, is 5.6%. The d" results
contain an additional 2% systematic uncertainty from the
beam polarization. In order to compute the BH contribu-
tion in the d$ analysis we used Kelly’s parametrization of
form factors [26], which reproduce elastic cross-section
world data in our t range with 1% error and 90% C.L.

For one (Q2, xBj, t) bin, Fig. 3 shows the helicity-
dependent and helicity-independent cross sections, respec-
tively. We notice that the twist-3 terms make only a very
small contribution to the cross sections. Note also that d$
is much larger than the BH contribution alone, especially
from 90( to 270(. This indicates that the relative beam spin
asymmetry BSA ) d4"=d4$ cannot be simply equated to
the imaginary part of the BH-DVCS interference divided
by the BH cross section. Table II lists the extracted angular

harmonics. Figure 4 (left) shows the Q2 dependence of the
imaginary angular harmonic Im%CI & over our full t domain,
with hti ) *0:25 GeV2 (hti varying by "0:01 GeV2 over
Kin 1-3).

The absence of Q2 dependence of Im%CI #F $& within its
3% statistical uncertainty provides crucial support for the
dominance of twist-2 in the DVCS amplitude. Indeed, it
sets an upper limit + 10% to twist-4 and higher contribu-
tions. Im%CI #F $& is thereby a direct measurement of a
linear combination of GPDs. The two twist-2 angular
harmonics extracted from d$ determine distinct combina-
tions of GPD integrals, providing most valuable comple-
mentary information on GPDs. As noted above, the angular

 

FIG. 3 (color online). Data and fit to d4"=%dQ2dxBjdtd!""&,
and d4$=%dQ2dxBjdtd!""&, as a function of !"". Both are in
the bin hQ2; ti ) #2:3;*0:28$ GeV2 at hxBji ) 0:36. Error bars
show statistical uncertainties. Solid lines show total fits with
one-$ statistical error bands. Systematic uncertainty is given in
the text. The dot-dot-dashed line is the jBHj2 contribution to
d4$. The short-dashed lines in d4" and d4$ are the fitted Im and
Re parts of CI #F $, respectively. The long-dashed line is the fitted
Re%CI !!CI &#F $ term. The dot-dashed curves are the fitted Im
and Re parts of CI #F eff$.

TABLE II. Angular harmonics fit results, Im and Re parts, and their statistical uncertainties.

Q2nhti (GeV2) t ) *0:33 *0:28 *0:23 *0:17

Im 1.5 2:1" 0:3 2:1" 0:3 2:0" 0:2 3:2" 0:2
[CI #F $] 1.9 1:9" 0:2 2:3" 0:2 2:5" 0:2 3:2" 0:2

2.3 2:1" 0:2 2:4" 0:2 2:6" 0:2 3:3" 0:3

Im 1.5 2:8" 2:0 2:5" 2:0 0:1" 2:1 0:6" 2:4
[CI #F eff$] 1.9 0:3" 1:4 3:8" 1:5 *0:9" 1:8 4:7" 2:7

2.3 5:3" 1:6 0:7" 1:8 0:2" 2:5 4:0" 4:6

Q2 ) 2:3 GeV2, Re part of angular harmonics

C#F $ *2:4" 0:1 *2:0" 0:1 *1:7" 0:1 *0:7" 0:2
%C!!C&#F $ 0:1" 0:1 0:8" 0:1 1:6" 0:1 2:5" 0:1

[C#F eff$] *1:4" 0:5 0:6" 0:6 1:0" 0:8 3:4" 1:4
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harmonic terms in Table II may include contributions from
kinematically suppressed bilinear DVCS2 terms omitted in
our analysis. In our experiment the acceptance-averaged
ratios of the kinematic coefficients of the DVCS2 terms to
the BH-DVCS terms are below 1.2% for d! and below
4.5% for d!. The cross-section measurements we present
are accurate, to the quoted uncertainty, and not sensitive
within statistics to the neglected terms in their harmonic
analysis.

Figure 4 (right) displays the twist-2 angular harmonics
of Table II (Re and Im parts) as functions of t, together with
the predictions from a model by Vanderhaeghen, Guichon,
and Guidal (VGG) [27–29]. The VGG model (twist-2
contribution only, profile parameter bval ! bsea ! 1,
Regge parameter "0 ! 0:8 GeV"2, GPD Ef ! 0) is in
qualitative agreement with the Im#CI $F %& data, but signifi-
cantly underpredicts the principal-value integrals (Re parts
of the angular harmonics).

In summary, we present the first explicit demonstration
of exclusivity in DVCS kinematics. We also present the
first measurements of DVCS cross section in the valence
quark region. From the Q2 dependence of the angular
harmonics of the helicity-dependent cross section, we pro-
vide solid evidence of twist-2 dominance in DVCS, which
makes GPDs accessible to experiment even at modest Q2.
This result supports the striking prediction of perturbative
QCD scaling in DVCS [1,2]. As a consequence of this
evidence for scaling in the exclusive channel, and our
separate determination of the helicity-dependent and
helicity-independent cross sections, we extract for the first
time a model-independent combination of GPDs and GPDs
integrals.
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[1] X. Ji, Phys. Rev. Lett. 78, 610 (1997).
[2] A. V. Radyushkin, Phys. Rev. D 56, 5524 (1997).
[3] D. Mueller, D. Robaschik, B. Geyer, F. M. Dittes, and

J. Horejsi, Fortschr. Phys. 42, 101 (1994).
[4] J. C. Collins and A. Freund, Phys. Rev. D 59, 074009

(1999).
[5] X. Ji and J. Osborne, Phys. Rev. D 58, 094018 (1998).
[6] M. Diehl, T. Gousset, B. Pire, and J. P. Ralston, Phys. Lett.

B 411, 193 (1997).
[7] M. Burkardt, Phys. Rev. D 62, 071503(R) (2000).
[8] J. P. Ralston and B. Pire, Phys. Rev. D 66, 111501(R)

(2002).
[9] M. Diehl, Eur. Phys. J. C 25, 223 (2002).

[10] A. V. Belitsky, X. Ji, and F. Yuan, Phys. Rev. D 69, 074014
(2004).

[11] S. J. Brodsky, M. Diehl, and D. S. Hwang, Nucl. Phys.
B596, 99 (2001).

[12] A. Aktas et al. (H1 Collaboration), Eur. Phys. J. C 44, 1
(2005).

[13] C. Adloff et al. (H1 Collaboration), Phys. Lett. B 517, 47
(2001).

[14] S. Chekanov et al. (ZEUS Collaboration), Phys. Lett. B
573, 46 (2003).

[15] A. Airapetian et al. (HERMES Collaboration), Phys. Rev.
Lett. 87, 182001 (2001).

[16] F. Ellinghaus (HERMES Collaboration), Nucl. Phys.
A711, 171 (2002).

[17] A. Airapetian et al. (HERMES Collaboration), hep-ex/
0605108.

[18] S. Stepanyan et al. (CLAS Collaboration), Phys. Rev. Lett.
87, 182002 (2001).

[19] S. Chen et al. (CLAS Collaboration), Phys. Rev. Lett. 97,
072002 (2006).

[20] URL http://hallaweb.jlab.org/experiment/DVCS
[21] J. Alcorn et al., Nucl. Instrum. Methods Phys. Res., Sect.

A 522, 294 (2004).
[22] A. V. Belitsky, D. Mueller, and A. Kirchner, Nucl. Phys.

B629, 323 (2002).
[23] A. Bacchetta, U. D’Alesio, M. Diehl, and C. A. Miller,

Phys. Rev. D 70, 117504 (2004).
[24] M. Rvachev, Hall A Technical Note JLab-TN-01-055,

Jefferson Lab (2001).
[25] M. Vanderhaeghen et al., Phys. Rev. C 62, 025501 (2000).
[26] J. J. Kelly, Phys. Rev. C 70, 068202 (2004).
[27] M. Vanderhaeghen, P. A. M. Guichon, and M. Guidal,

Phys. Rev. D 60, 094017 (1999).
[28] K. Goeke, M. V. Polyakov, and M. Vanderhaeghen, Prog.

Part. Nucl. Phys. 47, 401 (2001).
[29] M. Guidal, M. V. Polyakov, A. V. Radyushkin, and

M. Vanderhaeghen, Phys. Rev. D 72, 054013 (2005).

 

FIG. 4 (color online). Left: Q2 dependence of Im parts of
(twist-2) CI $F % and (twist-3) CI $F eff% angular harmonics, aver-
aged over t. The horizontal line is the fitted average of
Im#CI $F %&. Right: Extracted real and imaginary parts of the
twist-2 angular harmonics as functions of t. The VGG model
curves are described in the text. Note the sign of"#CI '"CI &(
$F % (data and VGG). Superposed points in both panels are offset
for visual clarity. Their error bars show statistical uncertainties.
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3

measuring a series of observables for the ep ! e0p0� reac-
tion over the broadest kinematic domain possible. Sev-
eral observables, such as the unpolarized cross section
and polarized beam or/and target asymmetries, are nec-
essary in order to separate the four GPDs. Each observ-
able is sensitive to a particular combination of GPDs.

This paper presents a major contribution to this global
and long-term endeavour: the extraction of the ep !
e0p0� (i.e., DVCS+BH) unpolarized and beam-polarized
cross sections over the widest phase space ever explored
in the valence-quark region, with 110 (Q2, x

B

, t) bins
covering: 1.0 < Q2 < 4.6 GeV2, 0.10 < x

B

< 0.58,
and 0.09 < �t < 0.52 GeV2. In this kinematic do-
main, our results strongly enhance the existing set of
measurements of the ep ! e0p0� reaction which con-
sists of: four (Q2, x

B

, t) bins of unpolarized cross sec-
tions and 12 bins of beam-polarized cross sections mea-
sured by the JLab Hall A collaboration [12], 57 bins of
beam-spin asymmetries measured by the CLAS collabo-
ration [13], and 18 bins of longitudinal target- and beam-
target double-spin asymmetries measured by the CLAS
collaboration [14, 15] (in addition to the handful of CLAS
pioneering data points of Refs [16–18]).

The experiment took place at JLab during three
months in 2005, using the 5.75-GeV polarized elec-
tron beam (79.4% polarization), a 2.5-cm-long liquid-
hydrogen target, and the Hall B large-acceptance
CLAS spectrometer [19], operating at a luminosity of
2⇥1034 cm�2s�1. A specially designed electromagnetic
calorimeter (“inner calorimeter”, IC [13]) was added to
the CLAS detector and allowed the detection of photons
for polar angles from about 5� to 16�, with full azimuthal
coverage. A solenoid magnet was installed around the
target in order to magnetically shield the IC from the
copious Møller background stemming from the target.

The first step of the data analysis was to select events
with at least one electron, one proton, and one photon
in the final state. Electrons were identified by signals in
the CLAS drift chambers, scintillators, Cherenkov coun-
ters, and the standard CLAS electromagnetic calorime-
ters. Protons were identified by the correlation between
their measured momentum and velocity. The highest-
energy particle detected in the IC was considered as a
photon candidate. Once these three final-state parti-
cles were selected and their 3-momenta determined, the
exclusivity of the ep ! e0p0� reaction was ensured by
applying 3� cuts on the following four variables: the
squared missing mass MM2

e

0
p

0 of the (e0p0X) system, the
coplanarity angle ��, i.e., the angle between the (�⇤, p0)
and (�⇤, �) planes, the missing transverse momentum of
the (e0p0�) system, and the angle ✓

�X

between the mea-
sured photon and that predicted by the kinematics of
the (e0p0X) system. We also selected the particular kine-
matics: W > 2 GeV, where W 2 = s = (�⇤ + p)2, to
minimize contributions from radiative decay of baryonic
resonances, and Q2 > 1 GeV2 in order to be in the deep
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FIG. 2. (Color online) Two of the four variables on which
3� exclusivity cuts (vertical lines) were applied to select the
ep ! e0p0� reaction: �� (left) and ✓

�X

(right). Black solid
distributions correspond to the events with at least one elec-
tron and one proton detected in CLAS, and one photon
detected in the IC, after applying the exclusivity cuts on
MM2

e

0
p

0 . Each blue shaded distribution corresponds to the
events remaining after applying the exclusivity cuts on all
the variables except for the plotted one.

virtual regime. As an example, Figure 2 shows the e↵ect
of two of the four exclusivity cuts.

Under these conditions, we ended up with about
300,000 events. Figure 3 shows the resulting (Q2, x

B

)
and (�t, x

B

) kinematic coverages of the data and the
adopted binning [21 (Q2, x

B

) bins and 6 t bins], which is
finer than the one used in Ref. [13]. Note that the bins
and results presented here are limited to the |t| region
below 0.52 GeV2 while the actual coverage of the data
goes beyond 1 GeV2. The ep ! e0p0� cross sections vary
very rapidly with kinematics, primarily due to the BH
process. In order to minimize the uncertainties related
to the knowledge of the kinematics, we chose to minimize
the size of our bins, while keeping comparable statistics
in each bin.
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FIG. 3. (Color online) The (Q2, x
B

) (left) and (�t, x
B

) (right)
kinematic coverages of this experiment, with the correspond-
ing binning.

Due to the azimuthal symmetry when using an unpo-
larized target, the ep ! e0p0� reaction depends on four
independent variables. For the study of GPDs, the most
appropriate ones are Q2, x

B

, t and �, where � is the
azimuthal angle between the (e, e0) and (�⇤, p0) planes
around the virtual photon direction. We have thus ex-

4

tracted four-fold cross sections as follows:

d4�
ep!e

0
p

0
�

dQ2dx
B

dtd�
=

N
ep!e

0
p

0
�

L
int

�Q2�x
B

�t�� Acc F
rad

. (1)

In Eq. 1, N
ep!e

0
p

0
�

is the number of ep ! e0p0� events
in the (Q2, x

B

, t,�) bin. The aforementioned exclusiv-
ity cuts do not fully select a pure sample of DVCS+BH
events. We evaluated the contamination from the ep !
e0p0⇡0 channel where one photon of the ⇡0 decay can es-
cape detection, using a combination of ep! e0p0⇡0 mea-
surements and Monte-Carlo simulations. On average,
this contamination is less than 9% and was subtracted
on a bin-by-bin basis. The four-dimensional accep-
tance/e�ciency of the CLAS detector, Acc, for the ep!
e0p0� reaction was determined for each (Q2, x

B

, t,�) bin
by generating more than 200 million DVCS+BH events,
using a realistic Monte-Carlo generator. The events were
processed through the GEANT simulation of the CLAS
detector, and the same reconstruction and analysis codes
that were used for the data. The event generator includes
radiative e↵ects so that Acc also corrects for a part of
the real internal radiative e↵ects. The factor F

rad

cor-
rects, for each (Q2, x

B

, t,�) bin, for the virtual internal
radiative e↵ects and the remainder of the real internal
radiative e↵ects, which can be both calculated theoret-
ically [20]. The product (�Q2�x

B

�t��) corresponds
to the e↵ective hypervolume of each bin. Finally, L

int

is the e↵ective integrated luminosity, corrected for the
data acquisition dead time, which was deduced from the
integrated charge of the beam measured by a Faraday
cup. In addition, we applied a global renormalization
factor of 12.3%, determined from the analysis of the elas-
tic scattering ep ! e0p0, by comparing the experimental
cross section to the well-known theoretical one. This fac-
tor compensates for various kinematic-independent inef-
ficiencies, not well reproduced by the simulations.

Figure 4 shows, for two selected (Q2, x
B

) bins in dif-
ferent parts of the phase space, the �-dependence of the
ep! e0p0� unpolarized cross section and beam-polarized
cross-section di↵erence. The latter of these two observ-
ables is defined as follows:

�(d4�) =
1

2


d4�!�

ep!e

0
p

0
�

dQ2dx
B

dtd�
� d4 ��

ep!e

0
p

0
�

dQ2dx
B

dtd�

�
, (2)

where the arrows correspond to beam helicity states +
and �. For each of these (Q2, x

B

) bins, three selected t
bins are shown. In Fig. 4, the black error bars show the
statistical uncertainties of the data [13.9% on the unpo-
larized cross section on average, over the 110 (Q2, x

B

, t)
bins] and the blue bands show the systematic uncertain-
ties [14% on the unpolarized cross section on average].
The contributions to the latter include the uncertain-
ties on the beam energy and therefore the kinematics
and associated corrections (5.7% on average), the accep-
tance correction (5.3%), the global renormalization factor
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FIG. 4. (Color online) Top six plots: unpolarized cross sec-

tion
d

4
�ep!e0p0�

dQ

2
dxBdtd�

(top row) and beam-polarized cross-section

di↵erence �(d4�) for the ep ! e0p0� reaction, as a function
of �, for (Q2, x

B

)=(1.63 GeV2, 0.185) and for 3 �t values:
0.153, 0.262 and 0.447 GeV2. Bottom six plots: same observ-
ables for (Q2, x

B

)=(2.78 GeV2, 0.335) and �t=0.204, 0.262
and 0.448 GeV2. The green long-dashed curves show the BH
contribution only. The other curves correspond to the pre-
dictions of four GPD models: VGG [6, 21, 22] (blue solid
curves), KMS [23] (cyan dash-dotted curves), and two ver-
sions of the KM model [24, 25], KM10 (red dotted curves)
and KM10a (red short-dashed curves). The blue bands show
the systematic uncertainties.

(5%), the exclusivity cuts (3.5%), the radiative correc-
tions (2.2%), the particle selection (1.6%), and the ⇡0

background subtraction (1%).

The unpolarized cross sections peak towards �=0� and
360� due to the BH process for which the final-state pho-
ton is predominantly emitted in the direction of the initial
or scattered electron. This is quantitatively confirmed by
the calculations shown in Fig. 4, where the green curves
show the BH contribution only. The di↵erence between
the BH curves and the data can thus be attributed to the
DVCS process, and therefore linked to GPDs. We dis-
play in Fig. 4 calculations of four GPD models, listed in
the caption. The modeling of the GPDs in the VGG and
KMS models is based on the Double-Distribution repre-
sentation [1, 26, 27]. The VGG calculations in Fig. 4

110	  bins	  
Q2=1-‐4.6	  GeV2	  
xB=0.1-‐0.58	  
-‐t=0.09-‐0.52	  GeV2

σ	  and	  Δσ
�(d4�) =

1

2


d

4�!
� ep!e0p0�

dQ

2
dxBdtd�

� d

4 �
� ep!e0p0�

dQ

2
dxBdtd�

�

Cross-‐section	  favors	  H{=0	  KM10a



CIPANP	  2015,	  Vail,	  CO,	  May	  19-‐24	  2015
23

CLAS	  -‐	  	  DVCS	  cross	  section	  differences
H. S. Jo et al arXiv:1501.07052 - PRL submitted

5

only include the contribution of the GPD H as the in-
clusion of the other GPDs barely changes the results.
The KM model is based on the Mellin-Barnes represen-
tation [24, 28]. The KM10 version of the model includes
contributions from all four GPDs for which the free pa-
rameters were fitted to the JLab [12, 13], HERMES [29]
and ZEUS/H1 [30, 31] data. In that work, it was found
that it is possible to fit the JLab Hall A unpolarized cross
sections only at the price of the introduction of a very
strong H̃ contribution [32]. The KM10a version is based
on a fit which excludes the JLab Hall A unpolarized cross
sections [12] and sets H̃ to zero. Note that none of these
four models has been tuned to our data.

Figure 4 shows that the predictions of standard GPD
models like VGG, KMS, and KM10a, whose compati-
bility is remarkable in spite of their di↵erent approaches,
are in good agreement with our unpolarized cross-section
data. In contrast, we see that the KM10 version, which
includes the strong H̃ contribution, tends to overestimate
our data. Over our 110 (Q2, x

B

, t) bins, the average �2

value per degree of freedom [33] is 1.91 for VGG, 1.85
for KMS, 1.46 for KM10a, and 3.94 for KM10. We can
therefore conclude that standard GPD models with a
dominant contribution of the GPD H to the unpolarized
cross section, i.e., without the introduction of a strong H̃
contribution, describe the data well. Moreover, the dis-
agreement between our data and the KM10 model, which
instead matches the Hall A results, might reveal an in-
consistency between the two sets of data. As a check,
we performed a dedicated data analysis using the exact
same (Q2, x

B

, t) bin limits as those used for the Hall A
analysis (Q2=2.3 GeV2, x

B

=0.36, and �t =0.17, 0.23,
0.28 and 0.33 GeV2). However, in this limited and par-
ticular (Q2, x

B

, t) region, the comparison is hampered by
our large statistical uncertainties and lack of �-coverage
around � = 180�. Thus no conclusion can be drawn from
this comparison. The Hall A experiment was run at a lu-
minosity almost three orders of magnitude larger than
ours, but in a much more limited phase space.

In general, the four models, including KM10, give a
good description of the beam-polarized cross-section dif-
ference and the data barely allow one to distinguish one
model from another. Over our 110 (Q2, x

B

, t) bins, the
average �2 value per degree of freedom [33] is 1.40 for
VGG, 1.84 for KMS, 1.06 for KM10a, and 1.20 for KM10.

Finally, we attempted to extract directly some GPD
information from these two sets of observables. We used
the local-fitting procedure developed in Refs. [34–37]. At
leading-twist and leading-order, this procedure uses well-
established DVCS amplitudes and does not depend on
model parametrizations of the GPDs. We fit simultane-
ously the �-distributions of our unpolarized and beam-
polarized cross sections at a given (Q2, x

B

, t) kinematic
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FIG. 5. (Color online) Results of the CFF fit of our data
for H

Im

(upper panel) and H
Re

(lower panel), with only the

GPDs H and H̃, for three of our (Q2, x
B

) bins, as a function
of t. The blue solid curves are the predictions of the VGG
model. The black dashed curves show the fit of the results by
the function Aebt.

point by the eight (real) quantities:

F
Re

(⇠, t) = P
Z 1

�1
dx


1

x� ⇠
⌥ 1

x+ ⇠

�
F (x, ⇠, t),

F
Im

(⇠, t) = F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t). (3)

In Eq. 3, F = H, H̃, E, Ẽ, the top and bottom signs apply
to the unpolarized (H,E) and polarized (H̃, Ẽ) GPDs
respectively, and P is the principal value integral. These
quantities are called Compton Form Factors (CFFs) [38]
in Refs. [34–37] and “sub-CFFs” in Ref. [39]. The only
model-dependent input in the procedure is that the CFFs
are allowed to vary in a very conservative limited range,
±5 times the CFFs from the VGG model [22]. In spite of
the underconstrained nature of the problem, i.e., fitting
two observables with eight free parameters, the algorithm
manages in general to find well-defined minimizing values
for H

Im

and H
Re

. The reason is that the two observables
that we fit are dominated by the contribution of the GPD
H.
Ideally, one would like to fit all CFFs. However, with

only two observables in this case, this leads to too large
uncertainties. We therefore present in Figure 5, for a se-
lection of three of our 21 (Q2, x

B

) bins, the t-distribution
of the fitted H

Im

and H
Re

, computed neglecting the con-
tributions associated with E and Ẽ. Fig. 5 also shows the
predictions of the VGG model, which overestimates the
fitted H

Im

at the smallest values of x
B

.
We have fitted, in Fig. 5, the t-dependence of H

Im

by the function Aebt with the normalization A and the
slope b as free parameters. Keeping in mind that the Q2

values are di↵erent for the three x
B

bins, the results of
these fits show that A and b increase, in a systematic way,
with decreasing x

B

. Under the hypothesis of neglecting
Q2 higher-twist and evolution e↵ects as well as deskew-

ing e↵ects [40], these behaviors might reveal tomographic

• M.	  Guidal,	  Eur.	  Phys.	  J.	  A	  37,	  
319	  (2008)	  

• Local	  fitting	  at	  each	  
experimental	  Q2,xB,t	  

• Quasi	  model-‐independent:	  
bounding	  the	  domains	  of	  
variation	  of	  the	  CFFs	  (5xVGG)	  	  	  

• E	  and	  E{	  set	  to	  zero	  to	  limit	  free	  
parameters	  

• well-‐defined	  minimizing	  values	  
for	  HIm	  and	  HRe	  

— VGG
-‐	  -‐	   fit	  Ae-‐bt• VGG	  model	  >	  fitted	  HIm	  @	  the	  smallest	  values	  of	  xB	  

• A,	  b	  decrease	  with	  increasing	  xB	  	  
• b⇔transverse	  size	  
• A	  ⇔partonic	  content ⇒	  size	  and	  partonic	  content	  are	  bigger	  

at	  smaller	  momentum	  fractions	  
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FIG. 21. (Color online) Unpolarized (top) and
helicity-dependent (bottom) cross-section extrac-
tion for the Kin3 bin �t = 0.32 GeV2. The error
bars on the data points are statistical only. The
shaded areas represent the statistical uncertainty
for each contribution.

essary to explain the observed cross section.
The helicity-dependent cross section is domi-
nated by the twist-2 interference term, as no-
ticed before in this experiment [29] and else-
where [28, 33]. These conclusions extend to all
bins in our analysis, whose results are shown in
section VIID. Tab. VI lists the �2/dof resulting
from the extraction method for all kinematics
settings.

A. Scan in Q2

The combinations of e↵ective CFFs which
have been extracted from the fitting procedure
for Kin1–3 using the formalism developed in [40]
are shown integrated over t in Fig. 22. With the

Settings �2
pol

/dof �2
unp

/dof

Kin1 0.88 -

Kin2 1.00 1.16

KinX2 0.96 0.82

Kin3 1.15 0.99

KinX3 1.08 1.28

TABLE VI. �2/dof resulting from the extraction
method for all kinematics settings. The subscript
”pol” stands for polarized cross sections, ”unp” for
unpolarized cross sections.

choice of parameters used to describe the kine-
matical dependence of the cross sections (as ex-
plained in section IVF), the contribution asso-

ciated with the
��T DV CS

��2 term is large for the
unpolarized case. The twist-2 interference term
is significant and the contribution of the twist-
3 interference term is often found to be small,
with large systematic errors. For the polar-
ized case, the twist-2 interference term is dom-
inant, the twist-3 contribution is small, again
with large systematic errors.

Overall, the extracted parameters show
no Q2–dependence for either the helicity-
dependent or the helicity-independent cases
over our Q2–range. Note that the logarithmic
Q2–evolution can safely be neglected within this
Q2 lever arm at this xB .

The full set of results for settings Kin1–3 are
presented in Fig. 24–28 in section VIID.

B. Scan in x
B

The results from KinX2 and KinX3 showing
the xB-dependence of the cross sections are pre-
sented in Fig. 29–32 in section VIID. KinX3
has a limited acceptance close to 0�, which
increases the correlation between the di↵erent
fit parameters describing the azimuthal depen-
dence of the cross section. Indeed, the separa-
tion of the real part of the twist-2 interference

and
��T DV CS

��2 contributions in the fit is par-
ticularly sensitive to the relative value of the
cross section measured around both � = 0 and

σ	  and	  Δσ ~ep ! epX

Q2	  dependence	  
Q2=1.5-‐2.3	  GeV2	  
<xB>=0.36	  
-‐t=0.11-‐0.37	  GeV2	  

5	  bins	  in	  t	  
(also	  xB	  dep.)

Reanalysis	  of	  data	  published	  in	  2006	  

σ:	  Big	  twist-‐2	  TDVCS2	  term

σ:	  Small	  twist-‐3	  contributions

−t = 0.32 GeV2 

28

FIG. 22. Combinations of e↵ective CFFs extracted from the fitting procedure described in section IVF
using the formalism developed in [40], integrated over t and plotted as a function of Q2. The top three
plots show the e↵ective CFFs resulting from the unpolarized cross section fit (Kin2 and Kin3), whereas the
bottom plots show the e↵ective CFFs resulting from the helicity-dependent cross section fit (Kin1–3). The
shaded areas represent systematic errors.

180�. These di�culties have basically no im-
pact on the determination of the cross sections
themselves. The measured xB-dependence will
set interesting constraints on GPD models and
parametrizations, especially thanks to the rela-
tively high accuracy of our data.

C. Comparison with GPD Models

In Fig. 23, we compare our results with vari-
ous models and previous fits to data. We have
chosen to use two di↵erent kinds of double-
distribution GPD models, namely the VGG [64]
and KMS12 [65] models. Note that in contrast
to VGG, the KMS12 model was tuned using
vector meson data at low to very-low xB , and is
not considered adapted yet to the valence quark

region. In any case, one observes that both
models overshoot the helicity-dependent cross
section data in this Kin2 bin, whereas VGG is
more adequate for the unpolarized data.

In addition, we have compared our data with
the KM10a model [66], which fits some of its
parameters to all DVCS data available world-
wide except for the previously published results
from a subset of the present experiment. The
consequence is that no absolute DVCS cross-
section data in the valence region were used for
this fit. The KM10a model is clearly very close
to the helicity-dependent data, which is not a
surprise considering that the CLAS asymmetry
data in the same kinematic region were used to
constrain this model. However, this same model
significantly underestimates the DVCS unpolar-
ized cross section around � = 180�.

σ

Δσ

CFF	  extraction	  vs	  Q2

Δσ:	  Dominant	  twist-‐2	  CI	  term

Δσ:	  Small	  twist-‐3	  CI,	  large	  errors

Defurne et al arXiv:1504.05453
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Recently, kinematic twist-4 target-mass and
finite-t corrections (TMC) have been calculated
for DVCS on the proton and estimated for the
KMS12 model [67, 68] (shown in Fig. 23). Since
this model is not adapted to the valence quark
region, we have extracted the correction fac-
tor and applied it to the KM10a parametriza-
tion [69]. This allows us to gauge the e↵ect
of such corrections in the most realistic model
available to us. It is striking that the lack of
strength observed at � = 180� for the KM10a
model is largely compensated by the TMC, giv-
ing a surprisingly good agreement between this
modified KM10a model and our data.

An update of the KMS12 model, taking into
account the DVCS data in the valence region,
would allow for a much stronger statement
about the necessity of target-mass and finite-
t corrections at these moderate Q2. At any
rate, we emphasize that the high accuracy of
the present data is crucial to disentangle the dif-
ferent contributions at play in this critical area
around 180�. There is no doubt that the addi-
tion of our new data set to the KM fit will be
most interesting, especially in the light of these
new higher-twist calculations.

All the features we have described remain
true for most of our data bins, which are shown
in section VIID. It is interesting to note that
for the highest bins in t, especially for Kin2
and KinX2 (Figure 24 and 29), the TMC to
the unpolarized cross section is of the same or-
der as the cross section itself around � = 180�.
This corresponds to values of (�t/Q2) ⇠ 0.15
or larger. It is not unreasonable to expect that
higher-order corrections in (�t/Q2)2 start to be
important at these values, and may compen-
sate the peculiar behavior of the TMC around
� = 180�, which is not visible in data. E↵orts
to achieve a resummation of the (�t/Q2)k se-
ries to all orders are currently undertaken [70].

D. Results for All Kinematics

In the following we present the unpolarized
cross sections for Kin2, Kin3 as well as KinX2

FIG. 23. (Color online) Unpolarized (top) and
helicity-dependent (bottom) cross sections for the
Kin2 bin �t = 0.23 GeV2. The light blue area rep-
resents the point-to-point systematic uncertainties
added linearly to the normalization error. The pre-
dictions from the distribution-based models KMS12
and VGG are shown as the dashed green and solid
red curves, respectively. The KM10a fit is rep-
resented as the solid blue line. The target-mass
and finite-t corrections are included in the KMS12
model and shown as the dotted-dash curve. The
correction is then applied to the KM10a model
shown as the dotted blue line.

and KinX3 in Fig. 24, 25, 29 and 30, respec-
tively, for a total of 468 experimental bins in
(xB , Q

2,�t,�). The cross-section di↵erences
for opposite beam helicities are presented for
Kin1–3, KinX2 and KinX3 in Fig. 26–28 and
31, 32, for a total of 588 experimental bins
in (xB , Q

2,�t,�). All results are compared to
only two models for clarity: the KM10a model
and its modified version, including the TMC ef-
fects as described in section VIIC. All the cross-
section data are also listed in Tables VII–XV
along with their statistical and point-to-point

• VGG	  better	  than	  KMS12	  for	  σ	  
• both	  VGG	  and	  KMS12	  
overshoot	  Δσ	  	  

• KM10a	  good	  for	  Δσ	  
• KM10a	  underestimate	  σ	  at	  180	  
• TMC	  (twist-‐4	  target	  mass,	  finite	  
t	  correction)	  on	  KMS12	  and	  
KM10a	  improves	  the	  
agreement	  

KM10a	  tuned	  to	  all	  DVCS	  data	  but	  Hall	  A	  cross	  section

KM12 not adapted to valence region (tuned to vector 
meson data very low xB)

Defurne et al arXiv:1504.05453
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the DVCS2 contribution to the cross section was negligible. This assumption implies that

the experimental interference coefficients extracted actually contain a fraction of the ne-

glected DVCS2 contribution.

In each (xB, Q2) setting, for each bin in t, we therefore have the following experimental

twist-2 DVCS observables:

ℑm[CI,exp(F)] = ℑm[CI(F)] + ⟨ηs1⟩ℑm[CDV CS(F∗,F eff)] (19)

ℜe
{
[C + ∆C]I,exp(F)

}
= ℜe

{
[CI + ∆CI ](F)

}
+ ⟨η0⟩ ℜe

[
CDVCS(F∗,F)

]
(20)

ℜe
{
CI,exp(F)

}
= ℜe

{
CI(F)

}
+ ⟨ηc1⟩ ℜe

{
CDVCS(F∗,F)

}
. (21)

The coefficients ⟨ηΛ⟩ are the acceptance averaged ratios of the kinematic coefficients of the

bilinear DVCS terms to the BH·DVCS terms. CDVCS(F ,F∗) is a twist-2 observable, as are the

leading contributions of the BH·DVCS interference. In addition, we have the experimental

twist-3 DVCS observables:

ℑm[CI,exp(F eff)] = ℑm[CI(F eff)] + ⟨ηs2⟩ℑm[CDV CS(F∗,F eff))] (22)

ℜe[CI,exp(F eff)] = ℜe[CI(F eff)] + ⟨ηc2⟩ℜe[CDV CS(F∗,F eff)]. (23)

The values of the ηΛ coefficients in the E00-110 kinematics are summarized in Table I.

They are small, though they grow with |t|. The bilinear term in Eq. (19) is a twist-3

observable, therefore the coefficient ⟨ηs1⟩ will decrease as 1/
√

Q2. We focus this proposal

on separating the interference terms CI(F) and [CI + ∆CI ](F) from the DVCS2 term

CDVCS(F ,F∗) in the helicity-independent cross section.

TABLE I: Weighting factors of bilinear DVCS terms for BH·DVCS observables in E00-110 at

Q2 = 2.3 GeV2 and xB = 0.36.

t (GeV2) −0.37 −0.33 −0.27 −0.23 −0.17

⟨ηs1⟩ -0.0142 -0.0120 -0.0099 -0.0080 -0.0060

⟨ηs2⟩ -0.048 -0.042 -0.036 -0.030 -0.023

⟨ηc1⟩ -0.050 -0.048 -0.038 -0.033 -0.026

⟨η0⟩ +0.015 +0.024 +0.031 +0.039 +0.045

⟨ηc2⟩ -0.038 -0.030 -0.022 -0.014 -0.010

11

the DVCS2 contribution to the cross section was negligible. This assumption implies that

the experimental interference coefficients extracted actually contain a fraction of the ne-

glected DVCS2 contribution.

In each (xB, Q2) setting, for each bin in t, we therefore have the following experimental

twist-2 DVCS observables:

ℑm[CI,exp(F)] = ℑm[CI(F)] + ⟨ηs1⟩ℑm[CDV CS(F∗,F eff)] (19)

ℜe
{
[C + ∆C]I,exp(F)

}
= ℜe

{
[CI + ∆CI ](F)

}
+ ⟨η0⟩ ℜe

[
CDVCS(F∗,F)

]
(20)

ℜe
{
CI,exp(F)

}
= ℜe

{
CI(F)

}
+ ⟨ηc1⟩ ℜe

{
CDVCS(F∗,F)

}
. (21)

The coefficients ⟨ηΛ⟩ are the acceptance averaged ratios of the kinematic coefficients of the

bilinear DVCS terms to the BH·DVCS terms. CDVCS(F ,F∗) is a twist-2 observable, as are the

leading contributions of the BH·DVCS interference. In addition, we have the experimental

twist-3 DVCS observables:

ℑm[CI,exp(F eff)] = ℑm[CI(F eff)] + ⟨ηs2⟩ℑm[CDV CS(F∗,F eff))] (22)

ℜe[CI,exp(F eff)] = ℜe[CI(F eff)] + ⟨ηc2⟩ℜe[CDV CS(F∗,F eff)]. (23)

The values of the ηΛ coefficients in the E00-110 kinematics are summarized in Table I.

They are small, though they grow with |t|. The bilinear term in Eq. (19) is a twist-3

observable, therefore the coefficient ⟨ηs1⟩ will decrease as 1/
√

Q2. We focus this proposal

on separating the interference terms CI(F) and [CI + ∆CI ](F) from the DVCS2 term

CDVCS(F ,F∗) in the helicity-independent cross section.

TABLE I: Weighting factors of bilinear DVCS terms for BH·DVCS observables in E00-110 at

Q2 = 2.3 GeV2 and xB = 0.36.

t (GeV2) −0.37 −0.33 −0.27 −0.23 −0.17

⟨ηs1⟩ -0.0142 -0.0120 -0.0099 -0.0080 -0.0060

⟨ηs2⟩ -0.048 -0.042 -0.036 -0.030 -0.023

⟨ηc1⟩ -0.050 -0.048 -0.038 -0.033 -0.026

⟨η0⟩ +0.015 +0.024 +0.031 +0.039 +0.045

⟨ηc2⟩ -0.038 -0.030 -0.022 -0.014 -0.010

33

=
6

.0
 G

e
V

b
E

=
4

.8
2

 G
e

V
b

E

 (deg)
γγ

ϕ0 90 180 270 360-0.02
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14

2<t>=-0.33 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.02
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14

2<t>=-0.28 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.02
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14

2<t>=-0.23 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.02
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14

2<t>=-0.17 GeV

 (deg)
γγ

ϕ0 90 180 270 360

0

0.05

0.1

0.15

0.2 2<t>=-0.33 GeV

 (deg)
γγ

ϕ0 90 180 270 360

0

0.05

0.1

0.15

0.2 2<t>=-0.28 GeV

 (deg)
γγ

ϕ0 90 180 270 360

0

0.05

0.1

0.15

0.2 2<t>=-0.23 GeV

 (deg)
γγ

ϕ0 90 180 270 360

0

0.05

0.1

0.15

0.2 2<t>=-0.17 GeV

BH
(F,F*)DVCSC
)IRe (C

)IC∆+ IRe (C
)

eff
IRe (C

Simulated data
Fit
σ1-

)4 (nb/GeV
γγ

ϕdtdBdx2dQ
σ4d

=
6

.0
 G

e
V

b
E

=
4

.8
2

 G
e

V
b

E

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.33 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.28 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.23 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.17 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.33 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.28 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.23 GeV

 (deg)
γγ

ϕ0 90 180 270 360-0.04
-0.03
-0.02
-0.01

0
0.01
0.02
0.03
0.04 2<t>=-0.17 GeV

(F,F*)DVCSC
)IRe (C

)IC∆+ IRe (C
)

eff
IRe (C

Simulated data
Fit
σ1-

)4 (nb/GeV
γγ

ϕdtdBdx2dQ
BHσ4d

 - 
γγ

ϕdtdBdx2dQ
σ4d

)2t (GeV
-0.35 -0.3 -0.25 -0.2 -0.15-3

-2.5
-2

-1.5
-1

-0.5
0

0.5
IRe C

)2t (GeV
-0.35 -0.3 -0.25 -0.2 -0.15-1

-0.5
0

0.5
1

1.5
2

2.5
3

)I C∆+IRe (C

)2t (GeV
-0.35 -0.3 -0.25 -0.2 -0.15-3

-2
-1
0
1
2
3
4
5

effRe C

)2t (GeV
-0.35 -0.3 -0.25 -0.2 -0.15-10

0
10
20
30
40

DVCSC

FIG. 11: Projected cross-section measurements for the Q2 = 2.3 GeV2 setting. CDVCS(F ,F∗) = 20

in this estimate. Bottom plots show the statistical (error bars) and the systematic (green boxes)

uncertainties in each of the extracted (interference and DVCS2) coefficients (black dots), compared

to E00-110 extraction (blue triangles, slightly offset for visual clarity).

Analysis	  technique:	  
• Measure	  σ	  and	  Δσ	  @fixed	  xB,	  for	  3	  Q2	  
bins	  and	  2	  beam	  energies	  

• Extract	  CFF	  coefficients	  using	  azimuthal	  	  
dependence	  

• 	  Use	  energy	  dependence	  of	  the	  
coefficients	  to	  separate	  DVCS	  from	  I	  

Projected	  results

• E00-‐110	  extraction	  of	  phenomenological	  
coefficients	  DVCS2+I	  

• project	  results	  (different	  if	  DVCS2	  term	  is	  
large)	  

Stay	  tuned	  for	  results
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DVCS	  on	  the	  neutron

• with	  Hq,Eq	  can	  extract	  the	  quark	  angular	  momentum	  (Ji’s	  sum	  rule)	  	  

(H,E)u(⇠, ⇠, t) = 9/15[4(H,E)p(⇠, ⇠, t)� (H,E)n(⇠, ⇠, t)]

(H,E)d(⇠, ⇠, t) = 9/15[4(H,E)n(⇠, ⇠, t)� (H,E)p(⇠, ⇠, t)]

• We	  can	  extract	  GPDs	  for	  proton	  or	  neutron	  but	  we	  want	  GPDs	  for	  quark	  flavors

• H,E	  for	  both	  proton	  and	  neutron	  are	  needed	  
• En	  BSA	  on	  neutron	  
• Ep	  TTSA	  on	  proton

• Hn	  TSA	  on	  neutron	  
• Hp	  BSA	  on	  proton

nDVCS	  important	  for	  flavor	  separation

1

2
⌃

�g

Lq

Lg

Jq =
1

2
� Jg =

1

2

Z +1

�1
xdx[Hq(x, ⇠, 0) + Eq(x, ⇠, 0)]

information	  on	  quark	  orbital	  angular	  momentum	  

JN =
1

2
= Jq + Jg =

1

2
⌃+ Lq +�g + Lg
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Hall	  A:	  DVCS	  neutron	  
M.	  Mazouz	  et	  al.,	  PRL	  99,242501	  (2007)

 !CIn"exp’ !CIn"#F1H $!%F1$F2&fH ' t
4M2F2E; (6)

where F1%F2& is the Dirac(Pauli) form factor entering into
the BH amplitude. Similarly, =m!CId" depends on the dif-
ferent set of spin-1 CFFs of the deuteron [31]. The imagi-
nary part of twist-2 CFFs is determined by the x # (!
points of the GPDs, with for example:

 =m!E" # "
X
q
e2
q!Eq%!;!; t& ' Eq%'!;!; t&": (7)

where eq is the quark charge in units of the elementary
charge. While Eq. (6) for a proton is dominated by H and
fH , it becomes essentially sensitive to E in the neutron case
following the small value of F1 and the cancellation be-

tween u and d polarized parton distributions in fH [32].
=m!CIn"exp and =m!CId"exp are simultaneously extracted

in each t-bin from a global analysis involving 7) 12) 30
bins in t *#$$ *M2

X 2 !'0:5;'0:1" GeV2 * !0; 2"" *
!0:; 1:15" GeV2. A Monte Carlo simulation with the kine-
matic weights of Eq. (5) as a function of (t, #$$, M2

X) is
fitted to the experimental distribution !N$%t;#$$;M2

X& '
N'%t;#$$;M2

X&" obtained after the D' H subtraction. The
two coefficients =m!CIn%ti&"exp and =m!CId%ti&"exp are the
free parameters of the fit in each bin ti. The binning in #$$

allows the determination of the sin%#$$&moments whereas
the binning inM2

X allows the separation of the d-DVCS and
n-DVCS signals. The simulation includes both external
and real internal radiative effects. It takes also into account
detector resolution and acceptance. Finally, virtual and soft
real radiative corrections are applied with a global correc-
tion factor of 0:91( 0:02 to the experimental yields [33].

Figure 3 displays the experimental values (Table I) of
=m!CIn;d%ti&"exp. At low jtj, the small kinematic separation
between d-DVCS and n-DVCS leads to a strong anticor-
relation between deuteron and neutron moments (Table I).
The larger statistical errors on the extraction at low jtj, in
spite of higher absolute statistics, reflect this feature. The
systematical errors come essentially from the t-dependent
uncertainties on the relative calibration between D2 and H2
data, and estimates of the bound on "0 contamination;
other contributions originate from DVCS detectors accep-
tance and luminosity (3%), beam polarization (2%) and
radiative corrections (2%). As expected from Fig. 2, the
moments are globally compatible with zero. Experimental
results are compared to model calculations for deuteron
[34,35] and neutron [36,37] GPDs. The deuteron calcula-
tions exhibit a rapid decrease of the deuteron form factors
with jtj. The n-DVCS results are compared to two different
models: one where the GPDs parametrization is con-
strained by lattice calculation of GPDs moments [36],
and another where Eq is parametrized by the unknown
contribution of valence quarks to the nucleon angular
momentum [32]. Both approaches reproduce the rather
flat t dependence of the data. Three examples of calcula-
tions corresponding to different values of the u (Ju) and d

(Jd) quark contributions are shown. This comparison in-
dicates that the present data provide constraints of the GPD
models, particularly on Eq.

A correlated constraint on Ju and Jd can be extracted
from a fit of the VGG model [32,37] to the neutron data
(Fig. 3), relying on the %2 quantity

 %2 #
X7

i#1

%=m!CIn%ti&"exp ' =m!CIn%ti&"VGG
Ju;Jd&2

%&exp
stat&2 $ %&exp

sys &2
: (8)

The condition %2 + %2
min $ 1 (%2

min=DoF # 6:6=5) defines
the band Jd $ %Ju=5:0& # 0:18( 0:14 of Fig. 4. The model
dependence of this analysis should be stressed: n-DVCS
data involve GPDs at one point x # (! and t ! 0 while
the Ji sum rule (Eq. (1)) is an integral over x extrapolated to
t # 0. A similar constraint obtained from HERMES pre-
liminary ~p-DVCS data on a transversely polarized target
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FIG. 3 (color online). The t dependence of the extracted
sin%#$$& moments for coherent d-DVCS (top panel) and inco-
herent n-DVCS (bottom panel). Error bars show statistical un-
certainties; systematical uncertainties are indicated by the
shaded bands.

TABLE I. Experimental values of the sin%#$$& moments as a
function of t (in GeV2). The first error is statistical and the
second is the total systematic one resulting from the quadratic
sum of each contribution; 'nd is the correlation coefficient
between the two extracted moments.

hti =m!CIn%ti&"exp =m!CId%ti&"exp 'nd

'0:473 0:22( 0:17( 0:24 0:07( 0:23( 0:08 '0:72
'0:423 0:03( 0:38( 0:41 '0:60( 0:54( 0:19 '0:77
'0:373 '0:13( 0:35( 0:46 0:18( 0:51( 0:17 '0:80
'0:323 '0:10( 0:35( 0:42 0:18( 0:52( 0:24 '0:84
'0:274 '0:69( 0:38( 0:24 0:98( 0:57( 0:33 '0:88
'0:225 0:67( 0:48( 0:39 '1:22( 0:69( 0:40 '0:91
'0:166 '1:54( 0:80( 0:52 2:32( 1:04( 0:61 '0:95

PRL 99, 242501 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
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<Q2>=1.9	  GeV2	  
<xB>=0.36	  
-‐t=0.1-‐0.5	  GeV2

Sensitivity	  to	  Im{E}

reconstructed from the invariant mass of !! events in the
calorimeter provide independent tests of the previous cal-
ibrations. "!HRS and "0

Calo: data have been taken simulta-
neously with DVCS data, ensuring a continuous moni-
toring of the calibration and the resolution of the calorime-
ter. A 1% uncertainty on the calorimeter calibration was
estimated from the differences between "! and "0 cali-
brations. The final state of the D" ~e; e0!#X reaction was se-
lected via the squared missing mass M2

X $ "q% p! q0#2
reconstructed from the virtual and real photons.

The three-momentum transfer j ~!j to the target varies
within 0:4–0:8 GeV=c in our acceptance. In this range, the
impulse approximation (IA) is expected to accurately de-
scribe the inclusive yield. Within the IA, the cross section
for electroproduction of photons on a deuterium target may
be decomposed into elastic (d-DVCS) and quasielastic
(p-DVCS and n-DVCS) contributions following

 D " ~e;e0!#X$d" ~e;e0!#d%n" ~e;e0!#n%p" ~e;e0!#p% . . . ;

(3)

where meson production channels are also contributing as
background. Cross sections are obtained from D" ~e; e0!#X
events after subtraction of the proton quasielastic contri-
bution deduced from measurements on a liquid H2 target:
the Fermi motion of bound protons is statistically added to
the squared missing mass M2

Xj0 of free proton data follow-
ing M2

X $ M2
Xj0 ! 2 ~pi & " ~q! ~q0# where ~pi is the initial

proton momentum in the deuteron from [29]; this leads
to a 3% relative increase of the M2

X spectrum resolution.
The helicity signal (Sh) is defined according to

 Sh $
Z "

0
"N% ! N!#d5"!

Z 2"

"
"N% ! N!#d5"; (4)

where d5" $ dQ2dxBdtd#ed#!! is the detection hyper-
volume; the integration boundaries in Eq. (4) define the
limits in the azimuthal angle #!! [30]; N' are the number
of counts for ' beam helicity, corrected for random coin-
cidences, and integrated over a particular bin in M2

X. The
helicity signal for D2 and H2 targets from ( ~e, e0!) co-
incident detection is displayed in Fig. 2 (top) as a function
of the squared missing mass. For our purposes, M2

X is
calculated with a target corresponding to a nucleon at
rest, leading to the kinematic !M2

X ’ t=2 separation be-
tween deuteron elastic and nucleon quasielastic contri-
butions. Pion production channels (eA! eA!", eA!
eA"0" . . . ) are strongly suppressed by the kinematical
constraint M2

X < "M%m"#2 $ M2
Xjcut. Their contribution

to the helicity signal of p-DVCS, induced via resolution
effects below M2

Xjcut, was found to be negligible on the
proton as illustrated by the comparison between H2 data
and scaled simulations (Fig. 2 top). Figure 2 (bottom)
shows the subtraction (D! H data) of the two spectra of
Fig. 2 (top). The residual helicity signal forM2

X <M2
Xjcut is

compatible with zero. It corresponds to the sum of the
coherent d-DVCS and incoherent n-DVCS processes
[Eq. (3)]. Asymmetric decays of "0 (in eA! eA"0),
where only one photon is detected in the calorimeter,
mimic DVCS events. The contamination due to this back-
ground was treated as a systematic error estimated from the
number of detected "0 events, corresponding to primarily
symmetric decays [25].

The H2 results [25] show that the handbag mechanism
(Fig. 1) dominates the p-DVCS helicity-dependent cross-
section difference at our kinematics. As a consequence,
only twist-2 contributions are considered in this analysis.
The exp superscript in Eq. (5) reflects this restriction. In the
impulse approximation, we write the experimental
helicity-dependent cross-section difference as the sum of
the (incoherent) neutron and the (coherent) deuteron con-
tributions, within the formalism of Refs. [17,31]
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$=n;d are kinematical factors with a #!! dependence that
arises from the electron propagators of the BH ampli-
tude; in the t range of interest, the averaged $=n =$=d ratio
varies from 0.4 to 0.9 with increasing jtj. =m(CIn) depends
on the interference of the BH amplitude with the set F $
fH ; E; fH g of twist-2 Compton form factors (CFFs):
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FIG. 2 (color online). (top) Helicity signal [Eq. (4)] for
D"e; e0!#X and H"e; e0!#X events; H2 data are folded with a
momentum distribution of the proton in deuterium, and scaled to
the D2 data luminosity; the simulation curve is for the Fermi
broadened H"e; e0!#p reaction. (bottom) Residual helicity signal
after H2 subtraction; the arrows indicate the M2

X average position
of n-DVCS and d-DVCS events for hti $ !0:3 GeV2; the
simulation curves, integrated over the complete experimental
acceptance and obtained for the arbitrary values =m(CIn)exp $
!=m(CId)exp $ !1 [Eq. (5)] illustrate the sensitivity of the data
to the neutron and deuteron signals.
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Fit	  of	  2520	  bins	  in	  Mx,	  t	  and	  φγγ	  	  to	  extract	  CFFs

D(~e, e0, �)X

Sensitivity	  to	  quark	  angular	  momentum	  Ju	  Jd
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CLAS:	  DVCS	  neutron	  

PRELIM
IN

ARY !!!
 

eg1-‐dvcs	  run	  	  
CLAS+IC	  
• NH3	  95	  days	  
• ND3	  33	  days	  
Analysis	  underway

e+ ~d ! e0 + � + n+ (ps)

Eb=6	  GeV	  
beam	  pol=80%	  
neutron	  pol	  30%

Use	  NH3	  to	  subtract	  nuclear	  background

NH3

ND3

Non-‐zero	  BSA

Work	  by	  D.	  Sokhan
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CLAS:	  DVCS	  on	  nuclei	  
eg6	  run	  	  
CLAS+IC+RTCP	  
4He	  target	  
Beam:	  6GeV	  
Analysis	  underway	  

Measure	  of	  coherent	  and	  incoherent	  DVCS

DVCS on nuclei: the CLAS eg6 experiment 
• Data taken in the fall 2009 
• Setup: CLAS+IC+RTPC+4He target 
• Beam energy ~6.065 GeV 
• Goals: coherent and incoherent DVCS 
• Nuclear GPDs, EMC effect 

Work by M. Hattawy, IPNO 
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e  4He→epγX → 

4He spin 0 nucleus, at twist-2 only one CFF in DVCS BSA 

 <-t>= 0.11 GeV2 

 <xB>= 0.18 
 <Q2>= 1.5 GeV2 

 <-t>= 0.7 GeV2 

<xB>= 0.27 
 <Q2>= 2.22 GeV2 

Radial 
Time 
Projection 
Chamber 

4He	  spin	  0,	  only	  one	  GPD	  at	  twist-‐2	  in	  DVCS	  BSA

A
4He
LU (�) =

a0(�)FA(t)Im[HA]

a1(�)F 2
A(t) + a2(�)FA(t)Re[HA] + a3(�)Re[HA]2 + a3(�)Im[HA]2

Coherent beam-spin asymmetries

Beam polarization
 (PB) = 83% 

[1] LT: S. Liuti and S. K. Taneja.Phys. Rev., C72:032201, 2005.
[2] GS: V. Guzey and M. Strikman. Phys. Rev., C68:015204, 2003.
[3] HERMES: F. Ellinghaus, R. Shanidze, and J. Volmer. AIP Conf. Proc., 675:303–307, 2003.

● Due to statistical constraints, we constructed 2D 

bins -t or xB or Q2 versus φ

● Fit ALU signals:   
● Statistical errors ONLY are shown

p0∗sin(ϕ)/(1+ p1∗cos(ϕ))

→ Probed coherent kinematical regions:
              0.06 < -t < 0.2  →  <-t>  =  0.10 [GeV²]
              1.0 < Q² < 2.5  →  <Q²> = 1.49 [GeV²]
              0.1 < xB < 0.3  →  <xB> = 0.18 
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Prelim
inary

 ALU @ 90º  vs. (<-t>/<xB>)

only	  stat	  errors
LT:	  S.	  Liuti	  and	  S.	  K.	  Taneja.Phys.	  Rev.,	  C72:032201,	  2005.  
GS:	  V.	  Guzey	  and	  M.	  Strikman.	  Phys.	  Rev.,	  C68:015204,	  2003.	  
HERMES:	  F.	  Ellinghaus,	  R.	  Shanidze,	  and	  J.	  Volmer.	  AIP	  Conf.	  	  
	  	  	  	  	  	  	  	  Proc.,	  675:303–307,	  2003	  	  

Fit	  ALU	  signals:	  p0∗sin(φ)/(1+	  p1∗cos(φ))

Work	  by	  M.	  Hattawy
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CLAS:	  DVCS	  on	  nuclei	  (cont.)	  

Compton form factor extraction

10

We are not sensitive to this order

Expected to be small magnitude

p0∗sin (ϕ )/(1+p1∗cos(ϕ ))

- Using the kinematical calculable factors
   (a, b, c, h and f) and the fitted coherent 
             ALU @ 90º  vs. <-t>   

     → Extracted the real and the imaginary 
          parts of the Compton form factor.

   - We have “significant” trends with t and xB as well.

Prelim
inary

Fit	  of	  ALU@90	  vs	  t	  
Extraction	  of	  the	  CFF

Incoherent	  DVCS	  

InCoherent beam-spin asymmetries

[1] LT: S. Liuti and S. K. Taneja.Phys. Rev., C72:032201, 2005.
[2] HERMES: F. Ellinghaus, R. Shanidze, and J. Volmer. AIP Conf. Proc., 675:303–307, 2003.

◊ Probed kinematical regions:
           0.05 < -t < 2.5 [GeV²]  →  <-t>   =  0.53 [GeV²]
           1.0 < Q² < 4.5 [GeV²]  →  <Q²>  = 2.20   [GeV²]
            0.1 < xB < 5.5             →  <xB>  = 0.26  

◊ The black points are our measured asymmetries after
    the background subtraction in which:

◊ Theoretical predictions: 
   - In -t @  xB=0.132 and 0.238 

   - In xB @ -t= -0.095 and 0.326 

● 2D bins (-t/xB/Q2) vs. Φ
● Fitted with 
● Statistical errors ONLY are shown

p0∗sin (ϕ )/(1+p1∗cos(ϕ ))
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inary
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InCoherent beam-spin asymmetries

[1] LT: S. Liuti and S. K. Taneja.Phys. Rev., C72:032201, 2005.
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◊ The black points are our measured asymmetries after
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◊ Theoretical predictions: 
   - In -t @  xB=0.132 and 0.238 

   - In xB @ -t= -0.095 and 0.326 

● 2D bins (-t/xB/Q2) vs. Φ
● Fitted with 
● Statistical errors ONLY are shown

p0∗sin (ϕ )/(1+p1∗cos(ϕ ))

Prelim
inary

Prelim
inary
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EMC ratio (1/2)

12

◊ Possible explanation of the EMC effect:

      Modifications of the nucleons themselves in the nuclear medium

◊ We compared our measured incoherent asymmetries (Black points) with the asymmetries

measured in CLAS DVCS experiment on the proton (Red Points).

◊ The bound proton shows a lower asymmetry relative the free one in the different 

    bins in x
B
. 

 

 * Integrated over:
   0.05 < -t < 2.5

   1.0 < Q2 < 4.5
Prelim

inary

 ALU vs. φ  in xB bins

Comparison	  coherent	  and	  incoherent

The	  bound	  proton	  shows	  a	  lower	  asymmetry	  
relative	  the	  free	  one	  in	  the	  different	  bins	  in	  xB	  

Work	  by	  M.	  Hattawy
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CHL-2 

New hall 

12 GeV 

Upgrade	  of	  Jefferson	  Lab	  
Beam	  energies:	  
2.2,	  4.4,	  6.6,	  	  8.8,	  11	  
Polarization	  >80%

Beam	  Power:	  1MW	  
Beam	  Current:	  90	  µA	  
Max	  Energy/pass:	  2.2	  GeV	  
Max	  Energy	  Hall	  A-‐B-‐C:	  11	  GeV	  
Max	  Energy	  Hall	  D:	  12	  GeV

Upgrade	  of	  the	  
instrumentation	  in	  
the	  three	  	  Halls
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Hall	  A	  DVCS	  @	  12	  GeV	  

E12-06-114: DVCS at 11 GeV in Hall A 

JLab12 with 3, 4, 5 pass beam (6.6, 8.8, 11.0 GeV) 

JLab @ 6 GeV 

• Absolute cross-section measurements 

• Test of scaling: Q2 dependence of ds at fixed xBj 

• Increased kinematical coverage 

1st experiment to run after 
the 12-GeV upgrade 

Start in 2014 
for 1 year of data taking 

L-HRS Scattering 
chamber 

PbF2  
calorimeter 

m-drive/martz//graphics/3dart/halla/newfolder/hallacombo.ai  jm  7/26/00

Hall A Arms and Beamline Transport

E12-‐06-‐114:	  HRS-‐L	  +PbF2	  calorimeter	  
• Absolute	  cross	  sections	  
• Test	  of	  scaling:	  Q2	  dependence	  of	  s	  
for	  fixed	  xB	  

• increased	  kinematic	  coverage

k = 11 Q2 = 9 2 xBj = 0.6

φγγ

t

φγγ

t

First	  experiment	  to	  run	  after	  the	  12	  GeV	  upgrade	  
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Central  
Detector 

Forward  
Detector 

PCAL 

CLAS12

Forward	  Tagger	  
2.5-‐5	  deg	  photons
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CLAS12	  DVCS	  experiments

CLAS	  exper. physics

E12-‐06-‐112 DVCS	  BSA	  TSA

E12-‐11-‐003 nDVCS	  BSA

E12-‐06-‐119 pol	  target	  DVCS

pDVCS	  transverse	  TSA

CLAS12 

H1, ZEUS 

sea	  quarks,	  
gluons	  region

valence	  
quarks	  region

DVCS BSA and TSA with 
CLAS12 & 11 GeV beam 

85 days of beam time  
Pbeam = 85% 
L = 1035 cm‐2s‐1  

1< Q2 < 10 GeV2 

0.1 <xB< 0.65 
‐tmin< ‐t < 2.5 GeV2 

Statistical error: 1% to 10% 
on sinf moments 
Systematic uncertainties: ~6-8% 

Impact of  
CLAS12  

DVCS-BSA  
data 

on model- 
independent  
fit to extract  

Im(H) 

Luminosity	  up	  to	  saf1035	  
Pb~85%	  NH3	  ~80%	  
1<Q2<10	  GeV2	  
0.1<xB<0.65	  
-‐tmin<-‐t<2.5	  GeV2

CLAS12,FT,CND,NH3,HDIce	  
• Large	  kinematic	  coverage	  	  
• BSA,	  TSA,	  DSA,	  tTSA	  
• cross-‐section	  
• CFF	  extraction
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Hall	  C	  DVCS	  @	  12	  GeV	  

DVCS*at*12*GeV*in*Halls*A*&*C:*
(Spectrometer)x(Calorimeter)*

Physics case Kinematics

Kinematics: combined Hall A and Hall C coverages

Resonance(region(
W(<(2(GeV(

Inaccessible(
with(Eb<11(GeV(

Carlos Muñoz Camacho (IPN-Orsay) PR12-13-010: DVCS and Deep-�0 in Hall C PAC40 – Jun 17–20, 2013 9 / 22

Hall*A:***100*days*approved*
HRS*×(208*PbF2)**

*crystals*purchased*from*SICCAS*

Ready*for*first*beam*2014*

Hall*C:***
53*days*approved*(PAC40)*
HMS*×(new*PbWO4*calorimeter)*

Systema2c*errors*on*absolute*cross*sec2ons*<*4%*
Sta2s2cs*equilibrated*in*all*(Q2,xB)'bins*

2*July*2013* CHyde,*Huangshan*2013* 26*

E12-‐13-‐010:	  HMS	  +PbWO4	  calorimeter	  
• Energy	  separation	  of	  the	  DVCS	  cross-‐section	  
• Higher	  Q2:	  measurement	  oh	  higher	  twist	  contribution	  
• Low	  xB	  extension
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• GPD	  are	  a	  powerful	  and	  unique	  tool	  explore	  the	  structure	  of	  the	  
nucleon	  

• GPDs	  are	  fully-‐correlated	  quark	  distributions	  in	  both	  coordinate	  and	  
momentum	  space	  -‐>	  3D	  imaging	  

• Complex	  extraction	  from	  data	  
• 4	  GPD	  for	  each	  quark	  flavor	  
• GPDs	  depend	  on	  3	  variables	  but	  only	  two	  are	  experimentally	  
accessible.	  Need	  models	  to	  map	  the	  x	  dependence	  

• Cross	  sections	  depend	  on	  integrals	  of	  GPDs	  
• Need	  extensive	  measurements	  of	  different	  observables	  for	  both	  
proton	  and	  neutron	  over	  a	  large	  kinematic	  range	  for	  a	  reliable	  
extraction	  of	  GPDs	  

• 6	  GeV	  program	  was	  very	  successful	  and	  gave	  us	  a	  first	  look	  at	  the	  
structure	  of	  the	  nucleon	  

• Rich	  experimental	  program	  planned	  at	  Jefferson	  Lab@12GeV	  in	  the	  3	  
halls	  to	  complete	  this	  study	  in	  the	  valence	  region

Conclusions



Thank	  you	  for	  the	  invitation.	  
Next	  time	  let’s	  organize	  the	  conference	  during	  winter

Vail	  Feb	  2007


