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Overview

• Neutron Structure Functions (esp. at large x) - Why? 
• The Neutron - No Free Lunch Target

(Nucleon structure modifications in Nuclei)
• Spectator Tagging

(Principle and Experimental Realization - the RTPC)
• The “BONuS” experiment 
• New recoil detectors
• The (11 GeV) Future of “BONuS”
• Conclusion and Outlook



• The familiar (?) 1D world of Nucleon longitudinal structure:
– Take a nucleon
– Move it real fast along z
⇒ light cone momentum 

P+ = P0 + Pz (>>M)
– Hit a “parton” (q, g,…) inside
– Measure its l.c. momentum

p+ = p0 + pz (m≈0)
– ⇒ Momentum Fraction x = p+ / P+ 

*)

– In DIS: x =(qz - n)/M ≈ xBj = Q2/2Mn

– Probability:

– Because of spin-1/2: 2nd SF F2(x) 
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⇒ Our 1D View of the Nucleon

• Elastic scattering
(Whole system recoils, x = 1)

• Resonances 
(x < 1, W < 2 GeV)

• Valence quarks
(x » 0.3 - 0.9, W > 2 GeV)

• Sea quarks, gluons
(x < 0.3)

• “Wee Partons”
(x ® 0, Diffraction,
Pomerons)

(also depends on the resolution of the virtual photon ∼ 1/Q2



Structure Functions and Moments: 
Why large x? 

• qdown/qup(x®1) is a crucial test of 
valence quark models

– SU(6) breaking, pQCD, DSE,…

• Precise PDFs at large x needed as 
input for LHC, n experiments etc.

– Large x, medium Q2 evolves to 
medium x, large Q2

– Also: NUCLEAR structure functions
• Moments can be directly compared 

with OPE (twist expansion), Lattice 
QCD and Sum Rules

– All higher moments are weighted 
towards large x

• Quark-Hadron Duality

€ 

+ TM corr.

€ 

dσ
dΩdE '

= σMott
F2 (x)
ν

+ 2tan2 θ e
2

F1(x)
M

& 

' 
( 

) 

* 
+ ; F2 (x,Q

2 ) = x z f
2 qf (x,Q

2 )+ q f (x,Q
2 )( )

f =up,down, ...
∑

qup(x, 
Q2)

qdown(x, Q2)



Why neutron?
d(x) and u(x) as x ® 1

• Valence structure of the nucleon - sea quarks and gluons don’t contribute
• SU(6)-symmetric wave function of the proton in the quark model:

• In this model: d/u = 1/2, Du/u*) = 2/3, Dd/d = -1/3 for all x
• Relativistic quark model: quark helicities reduced, orbital angular 

momentum introduced
• Hyperfine structure effect (1-gluon exchange): S=1 suppressed for small 

spectator pair mass Þ d/u = 0, Du/u = 1, Dd/d = -1/3 for x ® 1
• pQCD: helicity conservation (q­­p) Þ

d/u =2/(9+1) = 1/5, Du/u = 1, Dd/d = 1 for x ® 1
• Wave function of the neutron via isospin rotation: 

replace u ® d and d ® u => using experiments with protons and neutrons 
one can extract information on u, d, Du and Dd in the valence quark region. 

€ 

p⇑ =
1
18

3u↑ ud[ ]S=0 + u↑ ud[ ]S=1 − 2u↓ ud[ ]S=1 − 2d↑ uu[ ]S=1 − 2d↓ uu[ ]S=1( )

*) spin dependent quark density Dq = (q­ - q¯) for Nucleon NÝ



Structure Functions and Resonances

• Precise structure functions in 
Resonance Region constrain 
nucleon models
[Separate resonant from non-
resonant background; isospin 
decomposition]

• Needed as input for spin 
structure function data, 
radiative corrections,…

• Compare with DIS structure 
functions to test duality

€ 



Present Knowledge of d/u (x ® 1)
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F2n
F2p

≈
1+ 4d /u
4 + d /u

⇒

€ 

d
u
≈
4F2n F2p −1
4 −F2n F2p

F2n/F2p = F2d/F2p -1
???

• Neutron data limited by “Nuclear Binding Uncertainties”

Assuming charge 

independence 
(= invariance under 180o 

rotations in isospin space):
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LHe

Arcs

Jefferson Lab in Context

Past: 6 GeV

Q2 = 1…6 GeV2

x = 0.1…0.6

W = 0.94…3 GeV

NOW: 12 GeV

Q2 = 1…13 GeV2

x = 0.06…0.8

W = 0.94…4 GeV

JLab12
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dominant term in the asymmetry is given by

ap
1(x) =

"
12C1uu(x)� 6C1dd(x)

4u(x) + d(x)

#

⇠
"
u(x) + 0.912d(x)

u(x) + 0.25d(x)

#

Precision measurements in the range of x from 0.6 and 0.7 would be of great interest.
The fractional error in d/u is roughly twice the fractional error in APV . If the higher

twist contribution to APV for the deuteron is negligible, we will also neglect higher twist
for the hydrogen data. We estimate that we can obtain a 2% error on d/u over a range of
x bins, with the highest having an average x = 0.7, in 90 days of running. The achievable
precision is illustrated in Figure 2.8.

This proposal, 90 days
(follows MRST-2004)

Figure 2.8: Uncertainties in d/u together with error bars corresponding to results from
APV for a hydrogen target.

2.5.2 Induced Nuclear Isospin Violation

The ratio of the structure functions between complex nuclei and deuterium

R�
EMC =

4uA(x) + dA(x)

4u(x) + d(x)
(2.15)

PV DIS on p target, 90 days with SoLID. E12-
10-007 in Jefferson Lab’s Hall A, approved with 
A rating. Awaiting funding…

Cleanest way to access d/u

• Exploit different “charge” ratios for 
weak and electromagnetic 
interaction.

• Possible processes: W/Z 
production, neutrino ® muon
scattering, parity-violating lepton 
scattering (PV DIS).

• Advantage: Direct measurement on 
the proton; does not require 
assumptions about charge 
symmetry.

• Limitations in statistical precision. 

d/u



Neutron Data Are Important…
…but hard to get

• Free neutrons decay in 15 min.

• Radioactivity! 

• Zero charge makes it difficult to create a dense target
Magnetic bottle: 103 - 104 n/cm2 [TU München]
Typical proton target: 4.1023 p/cm2 [10 cm LH] – 1014 p/cm2 [HERMES]

•=> Alternative Solution: Deuterons, Tritons and Helium-3…    
BUT: Nuclear Model Uncertainties: 
Fermi motion, off-shell effects (binding), structure modifications (EMC effect), 
extra pions/Deltas, coherent effects, 6-quark bags…



Figure 16: Projected inelastic data (W ≥ 2.0 GeV, except for the highest-x point for which W =

1.75 GeV) for the d/u quark distribution ratio from the proposed 3H/3He JLab experiment with a 11

GeV electron beam. The error bars include point-to-point statistical, experimental and theoretical

uncertainties, and an overall normalization uncertainty added in quadrature. The shaded band

indicates the present uncertainty due mainly to possible binding effects in the deuteron.

BigBite Spectrometer and ii) 33 hours for changing the polarity of the HRS and BBS dipole

magnets (11 manual interchanges of power cables). This bring the total experiment time to

999 hours (42 days). This total experiment time, as is customary, assumes 100% efficiency,

not including detector/spectrometer checkout time, Hall A apparatus or accelerator down

times etc.

34

“Marathon” Experiment in Hall A. W > 1.8 GeV. 
Experiment E12-10-103  42d, A rating, * from PAC41. 
Scheduled to run (partially?) Fall/Winter 2017-18

One Solution: take ratio of nearly identical 
nuclei -> EMC effect largely cancels *)

• Best case: Isospin
doublet 3He/3H.

•

• Several experiments 
with tritium target 
planned for 2017 in 
Jefferson Lab’s Hall A
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*) But still measuring smeared SF, 
including smeared quasi-elastic!



Inclusive scattering on D:
Large x - Large Nuclear Effects

• Even simple “Fermi 
Smearing” leads to 
significant dependence 
on D wave function

• Different models for 
off-shell and “EMC”
effects lead to large 
additional variations

• Contributions from 
MEC, D(1232) and 
“exotic” degrees of 
freedom unknown

• FSI?





L. Weinstein, E.I. Piasetzky, D. Higinbotham,
J. Gomez, O. Hen and R. Shneor, PRL106 052301 
(2011)

Estimating the EMC effect in Deuterium

Probability of a nucleon inside the nucleus to be in 
a “short-range” (tensor) correlation (dominated by 
pn correlations 10:1)

xBj



pS = E S ,
!pS( ) ; αS =

ES −
!pS ⋅ q̂

MD / 2

The Solution: Spectator Tagging

spectator 

d(e,e’ps)X

pn = MD −E S ,−
pS( ) ;αn = 2−αS

W *2 = pn + q( )2 =M *2 +2 (MD −Es )ν −
pn ⋅
q( )−Q2

≈ M *2 +2Mν (2−αS )−Q
2
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µ pnµ ≈ Mn −ε −

!pS
2

Mn

⎛

⎝
⎜

⎞

⎠
⎟

2

≈ Mn
2 − 2Mnε − 2

!pS
2

D(e,e’ps)X:  Cts vs. W*

D(e,e’)X:  Cts vs. W

16UTFSM 2014

Q2Relativistic 
Invariants



Modifications to 
Simple Spectator 

Picture

Final State Interactions

“BoNuS”

cos Θpq

Target Fragmentation

Ciofi degli Atti and Kopeliovich, Eur. Phys. J. A17(2003)133

Palli et al, PRC80(09)054610

W. Melnitchouk, A.W. Schreiber and A.W. Thomas, 

Phys. Lett. B335, 11 (1994); Phys. Rev. D 49, 1183 (1994).



Alternative: Pole extrapolation

4

binned the data in the similar ps and E

beam

bins as in the
original BONUS analysis [20]. Next, the normalization
factors are obtained for each ps and E

beam

bin by fitting
the data to the VNA calculations for smaller x < 0.5, at
Q

2 � 1.66 GeV2 and W � 2.025 GeV kinematics with
one fit parameter (the overall normalization). For these
kinematics, the uncertainty due to the neutron structure
functions (which are an input in the VNA model) is min-
imal.

We investigated the dependence of the obtained nor-
malization factors on several VNA model ingredients: the
first is the di↵erent choice of deuteron wave function for
which we observed negligible variations (< 0.5%) in the
normalization coe�cients. Second, the uncertainty in the
strength of the FSI which we estimated in Ref. [7] by an-
alyzing the data from Ref. [17]. This yielded variations
in the normalization factors of maximum 2-3%. Finally,
in the normalization at x < 0.5 we used the phenomeno-
logical parameterization of neutron structure functions
from Ref. [22] whose average accuracy in this region is
estimated on the level of ⇠3%.

FIG. 4: (Color online) F2n to F2p ratio obtained using the
pole extrapolation method on the renormalized BONUS data
for Q

2 = 1.66 (green circles), 3.38 Gev2 (red squares). The
F2p values are estimated using fit of Ref. [21].

After determining the normalization coe�cients, they
were applied to the whole range of the BONUS data set.
Using the renormalized data, we then applied the pole
extrapolation procedure described in the previous sec-
tion. The neutron structure functions extracted by pole
extrapolation for the larger two Q

2 values are presented
in Fig. 4 as well as in Table I. In addition to the error
in normalization coe�cients (range 2-3%), the final er-
rors include the error accrued due to the variation of the
extrapolated values with the spectator proton angle ✓s,
as well as statistical errors in the range of 5-10% of the
BONUS data used in the pole extrapolation.
Discussion of the Results: As was mentioned earlier,
the most important advantage of the pole extrapolation
method is the extracted neutron structure functions are
free from Fermi motion and nuclear medium modifica-
tion e↵ects which are the main and unresolved issues in

Q

2(GeV2) x F2n �F2n
F2n
F2p

�F2n
F2p

1.66

0.25 0.248 0.043 0.75 0.13

0.34 0.199 0.046 0.71 0.16

0.44 0.160 0.031 0.63 0.12

0.56 0.125 0.033 0.71 0.19

0.77 0.092 0.013 1.30 0.18

3.38

0.40 0.172 0.027 0.73 0.12

0.51 0.101 0.035 0.64 0.22

0.62 0.066 0.023 0.57 0.20

0.72 0.049 0.020 0.67 0.28

0.87 0.034 0.023 1.74 1.19

TABLE I: F2n and its ratio to F2p obtained with the pole
extrapolation method using the renormalized BONUS data.

high x neutron structure studies in inclusive DIS o↵ the
deuteron. Our result in Fig. 4 exhibits a few surprises.
First, at x > 0.6, it is larger than the extracted structure
function from inclusive DIS. It is, however, worth men-
tioning that Fermi e↵ect uncertainties in inclusive DIS
analyses still allow the values obtained in Fig. 4. The
second interesting property of our result is the very weak
slope of the F

2n/F2p ratio with increasing x, even indicat-
ing the possible upward turn of the ratio at x >⇠ 0.7. This
tendency is in agreement with the estimate of Ref. [23],
in which the medium modification e↵ects in the deuteron
are estimated using the observed correlation between nu-
clear EMC and short-range correlation e↵ects and the
F

2n/F2p ratio is estimated for up to x  0.7 indicating a
possible uptick of the ratio.
Our analysis was applied to data beyond x = 0.72 and

the intriguing result is that the tendency of an increase
of the F

2n/F2p ratio continues. Due to sub-DIS values of
W = 1.18 GeV at the highest two x points in Fig. 4, it is
clear that one can not make a definitive conclusion about
how the rise of F

2n/F2p relates to underlying properties of
the u and d quark distributions at x ! 1. Such a relation
can be expected based on the duality arguments accord-
ing to which the resonance contributions can conspire to
reproduce partonic distributions. It is worth mentioning
that in the recent duality paper [24] based on the analy-
sis of the same BONUS data, it was concluded that the
�-resonance contributes to the duality, violating it only
at the level of 20-30%.

It is interesting that such a rise of the F

2n/F2p ratio
can be an indication of the existence of short-range isos-
inglet qq correlations in the nucleon at x ! 1. Such a
correlation will result in the same momentum sharing ef-
fects, which were recently observed in asymmetric nuclei
in the NN short-range correlation region [25, 26]. Ac-
cording to this observation, the existence of a short-range
interaction between unlike components in the asymmet-
ric two-Fermi system will result in the small component’s
dominance in the correlation region such that

f

1

n

1

(p) ⇡ f

2

n

2

(p), (9)

EPJ Web of Conferences

Figure 3. Example of the pole
extrapolation method using the
renormalized BONuS data (black circles)
with the quadratic pole extrapolation
curve (red dashed curve) as a function of
t

02 = p

2
i

� m

2
n

. The IA (full blue curve)
and FSI (full green curve) calculations are
shown for comparison.

In Ref. [12], the pole extrapolation method was applied to the high momentum spectator deeps
data. Given the large extrapolation length, no robust results were obtained for F2n

. With the more
recent low spectator momentum BONuS data, which measured down to proton momenta of 70 MeV,
the extrapolation length is very short and pole extrapolation became applicable. One problem with the
BONuS data is that the measurements for di↵erent spectator momenta happened at di↵erent and not
well known e�ciencies. In the original analysis, the data was therefore normalized to an IA model
[20] in the backward spectator region. In Ref. [13], we renormalized the BONuS data using our FSI
model at high W,Q2 (where the neutron structure function is quite well known), using the rescattering
parameter values extracted in our previous fit to the the deeps data. Taking these renormalized data,
we implemented the pole extrapolation method for the BONuS data. Figure 3 shows an example for
one kinematical setting. The two data points at each t

0 value correspond to data taken at two initial
beam energy values and one can clearly observe they are consistent with each other. Plotting our
model calculations with the data, it is also clear that through implementing Eq. (3), FSI e↵ects indeed
become smaller as one moves closer to the on-shell pole. As the extrapolation curve shows in Fig. 3,
the extrapolation distance to the on-shell point is reasonable.

For each kinematical setting of the BONuS data, pole extrapolation was carried out as in Fig. 3,
and a weighted average was taken over all measured spectator angle bins. The final result is shown
in Fig. 4 as the ratio of F2n

/F2p

where the parametrization of Ref. [21] was used for the F2p

values.
We repeat that the values obtained in this manner are free of Fermi motion and nuclear medium mod-
ification e↵ects. The systematic errors were estimated by taking all uncertainties in the data and our
normalization procedure (deuteron wave function, structure function parametrization, renormalization
fit) into account in a Monte Carlo simulation [13]. The most striking feature in Fig. 4 is the rise of the
ratio at large Bjorken x. The results at lower Bjorken x < 0.5 are in agreement with existing estimates.
It is worth noting that the upward trend of the ratio at higher x is not due to our renormalization of
the data. Indeed, the values of the ratio are higher without the renormalization applied. As the W

(⇡ 1.18 GeV) values corresponding to the highest x values in Fig. 4 are in the sub-DIS regime, one
cannot directly relate the rise of the ratio to the underlying properties of the u and d quark pdf’s. Such
a connection can only be made using duality arguments. It is worth noting, however, that the duality
analysis of the BONuS data [22], concluded that the �-resonance contributes to the duality, within 20-
30% accuracy. One possible explanation of the rise could be the presence of isosinglet qq short-range
correlations (SRCs) in the nucleon at x ! 1. Such a correlation will result in the same momentum
sharing e↵ect, which is observed recently in asymmetric nuclei in the NN SRC region [23].

§ Measure F2n at fixed spectator 
angle, but varying momentum

§ Extrapolate to on-shell neutron

t ' =M *2 −Mn
2 = (PD − ps )

2 −Mn
2 = MD − Mp

2 +
!ps

2( )
2
−
!ps

2 −Mn
2 ≈ −2 Mnε +

!ps
2( ); ε = 2.2 MeV

-
0              0.07             0.1            0.12 ps [GeV]



BoNuS RTPC
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Spectator Tagging – BONuS6 Results
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A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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FIG. 3 (color online). Ratio Fn
2=F

p
2 versus x$ for various lower

limits onW$. All data are from the 5.262 GeV beam energy. The
error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
limits indicated by the solid lines. The inset shows the average
Q2 as a function of x$ for eachW$ cut. For these data !s is in the
range 1.0–1.2. The arrow indicates the point at which the data are
normalized to the CJ value. A single normalization constant IVIP
was used for all data. The resonance region (W$ < 2 GeV)
corresponds to x$ * 0:4, 0.5, and 0.6 for square, diamond, and
circle points, respectively.
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DIRECT OBSERVATION OF QUARK-HADRON DUALITY IN . . . PHYSICAL REVIEW C 91, 055206 (2015)
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FIG. 1. (Color online) Kinematic coverage of the BONuS data.
The solid lines denote the fixed-W 2 thresholds for the four final state
mass regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.

III. TRUNCATED MOMENTS AND LOCAL
QUARK-HADRON DUALITY

Because the kinematic variables Q2, x, and W 2 are not
independent, a range in W 2 at fixed Q2 implies a corresponding
range in x. This makes possible a straightforward integration
of the experimental Fn

2 structure function data to obtain
the truncated moments Mn in Eq. (1). To minimize the
model dependence, we evaluate the integrals based solely on
the experimentally measured data points using a trapezoid
integration method.

n 2F

0.05

0.1

0.15

0.2

0.25

2= 1.2 GeV2Q
4.2 GeV
5.2 GeV
ABKM

]2[GeV2W
1 1.5 2 2.5 3 3.5 4 4.5

n 2F

0.05

0.1

0.15

0.2

0.25

2= 2.4 GeV2Q

FIG. 2. (Color online) Representative neutron F n
2 structure func-

tion spectra from the BONuS experiment [30] at Q2 = 1.2 GeV2 (top
panel) and Q2 = 2.4 GeV2 (bottom panel). The open (filled) circles
represent data for a beam energy of E = 4.223 (5.262) GeV. The solid
curve is computed from the ABKM global PDF parametrization [42]
including higher twist effects and target mass corrections. The vertical
solid lines denote the fixed-W 2 thresholds for the four final state mass
regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.
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FIG. 3. (Color online) Second (N = 2) neutron truncated mo-
ments Mn

2 versus Q2 for the four resonance regions in Eq. (2) [labeled
as “first”, “second”, “third”, and “total”]. The moments obtained from
the BONuS data (filled circles) are compared with moments computed
from the ABKM global PDF parametrization [42] including target
mass and higher twist corrections (shaded rectangles). The errors
shown do not include the overall 10% normalization uncertainty.

A. Truncated neutron moments

The second (N = 2) truncated neutron moments, Mn
2 ,

obtained from the BONuS data are shown in Fig. 3 as a
function of Q2 for the four W 2 intervals defined in Eq. (2). The
numerical values for the moments are also listed in Table I. The
quoted errors take into account the experimental statistical and
random uncertainties added in quadrature, but do not include
the overall 10% systematic uncertainty. The typical truncated
moment shown in Fig. 3 is obtained by integrating over eight
or more structure function measurements. Thus the relative
uncertainty of the truncated moment is smaller with respect
to the relative random uncertainty of any individual structure
function data point, and ranges between 2% and 4% for the
N = 2 moments. As shown in Fig. 1 the kinematic coverage
of the data over the Q2 − x range studied is dense, the largest
x span over which inter or extrapolation had to be carried

TABLE I. Second (N = 2) truncated moments (in units of 10−3)
of the neutron F2 structure function from the BONuS data for
the W 2 regions in Eq. (2). The errors are a quadrature sum of
statistical and random uncertainties, but do not include the overall
10% normalization uncertainty.

Q2 [GeV2] M2 [×10−3]

1st 2nd 3rd total

1.0 31.5 ± 1.1 16.4 ± 0.4 14.1 ± 0.3 76.7 ± 1.2
1.2 23.5 ± 0.5 15.3 ± 0.3 13.0 ± 0.3 67.4 ± 0.6
1.4 17.7 ± 0.4 13.5 ± 0.2 12.1 ± 0.3 57.7 ± 0.5
1.7 12.3 ± 0.3 10.7 ± 0.2 10.5 ± 0.2 46.7 ± 0.5
2.0 8.4 ± 0.2 8.5 ± 0.2 9.0 ± 0.2 38.4 ± 0.4
2.4 5.8 ± 0.2 6.1 ± 0.1 7.1 ± 0.3 29.5 ± 0.4
2.9 3.4 ± 0.1 4.5 ± 0.1 5.3 ± 0.3 21.5 ± 0.4
3.4 2.1 ± 0.1 3.1 ± 0.1 4.0 ± 0.2 15.8 ± 0.3
4.1 1.3 ± 0.1 1.7 ± 0.1 2.8 ± 0.1 –
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standard error. This error agreed very well with !rstat, which
supports the hypothesis that variations in r within a bin are
purely statistical. Systematic bias was also studied using a cut
for Q2 > 2 GeV2, which in the region of comparison showed
no significant deviation from the data that include lower Q2

values.
Overall systematic uncertainties were estimated by varying

the models for F
p
2 /F d

2 and the kinematic cuts. The model
dependence was explored using the published CB fits and
two later improvements applied to kinematic case 1 using the
5-GeV data. The kinematic dependence was explored using
kinematic cases 1–4 for the 5-GeV data and case 1 for the
4-GeV data. In order to separate the overall normalization
uncertainty from other systematic uncertainties, we fit the
EMC slope in the range 0.35 < x < 0.7 and rescaled the
data such that the linear fit intersected unity at x = 0.31. This
value was obtained from a global analysis of the EMC effect
in all nuclei [13]. The scaling factors ranged from 0.99 to
1.01 for the different cases. The average variation in Rd

EMC(x)
at fixed x for the different cases, the 1% scale uncertainty,
and the BONuS systematic uncertainty !R

sys
EMC were added

in quadrature to yield !R
sys
tot , which is listed in Table I and

shown as the blue band in Fig. 2. The systematic uncertainties
of the BONuS data themselves dominate at large x, whereas
the model uncertainties of the global fits dominate at low x
(high W ). The mid-x region is dominated by the normalization
uncertainty. For case 2 with x > 0.4, Rd

EMC tends to be higher
than for case 1. This arises in a region of significantly lower
statistics on account of the higher-W cut and fewer kinematic
points available for resonance averaging. Although the slope
dRd

EMC/dx in this case is consistent with zero, we find this
result unstable to small changes in kinematics. Case 2 at high
x figures into the systematic errors on our quoted Rd

EMC values,
however.

Since the data span a large and relatively low Q2 range
starting at 1 GeV2, one needs to worry about whether Rd

EMC is

TABLE I. EMC results for the deuteron. The columns correspond
to the number of kinematic points, average x and Q2, the EMC ratio,
the statistical and systematic errors from the BONuS data, and the
total systematic error including modeling of F

p
2 /F d

2 .

⟨Q2⟩
N ⟨x⟩ (GeV2) Rd

EMC !Rstat
EMC !R

sys
EMC !R

sys
tot

28 0.177 1.09 0.995 0.003 0.002 0.015
55 0.224 1.24 0.991 0.003 0.003 0.010
65 0.273 1.39 0.997 0.003 0.003 0.007
71 0.323 1.50 0.994 0.003 0.004 0.007
70 0.373 1.63 1.000 0.003 0.005 0.007
70 0.422 1.71 0.992 0.003 0.007 0.009
71 0.472 1.85 0.983 0.004 0.009 0.009
56 0.523 2.01 0.967 0.004 0.011 0.012
47 0.572 2.30 0.994 0.006 0.013 0.014
41 0.619 2.54 0.974 0.007 0.017 0.017
26 0.670 2.97 0.984 0.011 0.020 0.021
21 0.719 3.39 1.019 0.019 0.023 0.025
11 0.767 4.03 1.075 0.041 0.024 0.029
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FIG. 2. (Color online) The deuteron EMC ratio Rd
EMC = F d

2 /

(F n
2 + F

p
2 ) as extracted from the BONuS data. Total systematic

uncertainties are shown as a band arbitrarily positioned at 0.91 (blue).
The yellow band shows the CJ12 [49] limits expected from their
nuclear models. The black points are the combined 4- and 5-GeV
data, whereas the red points are the 4-GeV data alone. The dashed
blue line shows the calculations of Ref. [36]. The solid line (black) is
the fit to the black points for 0.35 < x < 0.7.

simply an artifact of structure function evolution. To study this
we looked at the contents of each x bin separately. Figure 1
shows that each x bin covers a wide enough Q2 range to study
Q2 variations within that bin. For this study each data point
was converted into Rd

EMC as described above, and instead of
averaging, all values were fit to a straight line versus Q2.
Fitting to a constant slope yields dRd

EMC/dQ2 = 0.0037(45),
which is consistent with no observable Q2 variation.

Although the BONuS F2 data were extracted assuming that
the longitudinal-to-transverse cross section ratio R cancels in
the neutron-to-deuteron ratios, the associated uncertainty is
included in the published results. Some nuclear dependence to
R could, however, slightly modify our EMC results [48].

IV. RESULTS

Our final result uses the new self-consistent convolution
model [44] for F

p
2 /F d

2 , which was used to determine the
absolute normalization of the final published BONuS Fn

2 /F d
2

data [42]. It provides an excellent representation of F2 for our
kinematics. Our result uses the combined 5.26- and 4.22-GeV
data with cuts Q2 > 1 GeV2 and W > 1.4 GeV. A linear fit for
0.35 < x < 0.7 yields dRd

EMC/dx = −0.10 ± 0.05 where the
uncertainty comes from the χ2 fit. Figure 2 shows these results
together with comparisons to various models. For x < 0.5
the EMC ratios Rd

EMC agree within uncertainties with those
obtained using more stringent cuts in W . The ratio for x > 0.5
continues the trend of the lower-x data, with a hint of the
expected rise above x = 0.7 as seen in RA

EMC for heavier nuclei,
but these high-x values are more uncertain because there are
fewer data points for resonance averaging. The black circles
are the combined results for 4 and 5 GeV, which are clearly
dominated by the 5-GeV data. The 4-GeV data by themselves
(red triangles) are consistent with the combined data set. The
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A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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FIG. 3 (color online). Ratio Fn
2=F

p
2 versus x$ for various lower

limits onW$. All data are from the 5.262 GeV beam energy. The
error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
limits indicated by the solid lines. The inset shows the average
Q2 as a function of x$ for eachW$ cut. For these data !s is in the
range 1.0–1.2. The arrow indicates the point at which the data are
normalized to the CJ value. A single normalization constant IVIP
was used for all data. The resonance region (W$ < 2 GeV)
corresponds to x$ * 0:4, 0.5, and 0.6 for square, diamond, and
circle points, respectively.
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FIG. 1. (Color online) Kinematic coverage of the BONuS data.
The solid lines denote the fixed-W 2 thresholds for the four final state
mass regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.

III. TRUNCATED MOMENTS AND LOCAL
QUARK-HADRON DUALITY

Because the kinematic variables Q2, x, and W 2 are not
independent, a range in W 2 at fixed Q2 implies a corresponding
range in x. This makes possible a straightforward integration
of the experimental Fn

2 structure function data to obtain
the truncated moments Mn in Eq. (1). To minimize the
model dependence, we evaluate the integrals based solely on
the experimentally measured data points using a trapezoid
integration method.
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FIG. 2. (Color online) Representative neutron F n
2 structure func-

tion spectra from the BONuS experiment [30] at Q2 = 1.2 GeV2 (top
panel) and Q2 = 2.4 GeV2 (bottom panel). The open (filled) circles
represent data for a beam energy of E = 4.223 (5.262) GeV. The solid
curve is computed from the ABKM global PDF parametrization [42]
including higher twist effects and target mass corrections. The vertical
solid lines denote the fixed-W 2 thresholds for the four final state mass
regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.
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FIG. 3. (Color online) Second (N = 2) neutron truncated mo-
ments Mn

2 versus Q2 for the four resonance regions in Eq. (2) [labeled
as “first”, “second”, “third”, and “total”]. The moments obtained from
the BONuS data (filled circles) are compared with moments computed
from the ABKM global PDF parametrization [42] including target
mass and higher twist corrections (shaded rectangles). The errors
shown do not include the overall 10% normalization uncertainty.

A. Truncated neutron moments

The second (N = 2) truncated neutron moments, Mn
2 ,

obtained from the BONuS data are shown in Fig. 3 as a
function of Q2 for the four W 2 intervals defined in Eq. (2). The
numerical values for the moments are also listed in Table I. The
quoted errors take into account the experimental statistical and
random uncertainties added in quadrature, but do not include
the overall 10% systematic uncertainty. The typical truncated
moment shown in Fig. 3 is obtained by integrating over eight
or more structure function measurements. Thus the relative
uncertainty of the truncated moment is smaller with respect
to the relative random uncertainty of any individual structure
function data point, and ranges between 2% and 4% for the
N = 2 moments. As shown in Fig. 1 the kinematic coverage
of the data over the Q2 − x range studied is dense, the largest
x span over which inter or extrapolation had to be carried

TABLE I. Second (N = 2) truncated moments (in units of 10−3)
of the neutron F2 structure function from the BONuS data for
the W 2 regions in Eq. (2). The errors are a quadrature sum of
statistical and random uncertainties, but do not include the overall
10% normalization uncertainty.

Q2 [GeV2] M2 [×10−3]

1st 2nd 3rd total

1.0 31.5 ± 1.1 16.4 ± 0.4 14.1 ± 0.3 76.7 ± 1.2
1.2 23.5 ± 0.5 15.3 ± 0.3 13.0 ± 0.3 67.4 ± 0.6
1.4 17.7 ± 0.4 13.5 ± 0.2 12.1 ± 0.3 57.7 ± 0.5
1.7 12.3 ± 0.3 10.7 ± 0.2 10.5 ± 0.2 46.7 ± 0.5
2.0 8.4 ± 0.2 8.5 ± 0.2 9.0 ± 0.2 38.4 ± 0.4
2.4 5.8 ± 0.2 6.1 ± 0.1 7.1 ± 0.3 29.5 ± 0.4
2.9 3.4 ± 0.1 4.5 ± 0.1 5.3 ± 0.3 21.5 ± 0.4
3.4 2.1 ± 0.1 3.1 ± 0.1 4.0 ± 0.2 15.8 ± 0.3
4.1 1.3 ± 0.1 1.7 ± 0.1 2.8 ± 0.1 –
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standard error. This error agreed very well with !rstat, which
supports the hypothesis that variations in r within a bin are
purely statistical. Systematic bias was also studied using a cut
for Q2 > 2 GeV2, which in the region of comparison showed
no significant deviation from the data that include lower Q2

values.
Overall systematic uncertainties were estimated by varying

the models for F
p
2 /F d

2 and the kinematic cuts. The model
dependence was explored using the published CB fits and
two later improvements applied to kinematic case 1 using the
5-GeV data. The kinematic dependence was explored using
kinematic cases 1–4 for the 5-GeV data and case 1 for the
4-GeV data. In order to separate the overall normalization
uncertainty from other systematic uncertainties, we fit the
EMC slope in the range 0.35 < x < 0.7 and rescaled the
data such that the linear fit intersected unity at x = 0.31. This
value was obtained from a global analysis of the EMC effect
in all nuclei [13]. The scaling factors ranged from 0.99 to
1.01 for the different cases. The average variation in Rd

EMC(x)
at fixed x for the different cases, the 1% scale uncertainty,
and the BONuS systematic uncertainty !R

sys
EMC were added

in quadrature to yield !R
sys
tot , which is listed in Table I and

shown as the blue band in Fig. 2. The systematic uncertainties
of the BONuS data themselves dominate at large x, whereas
the model uncertainties of the global fits dominate at low x
(high W ). The mid-x region is dominated by the normalization
uncertainty. For case 2 with x > 0.4, Rd

EMC tends to be higher
than for case 1. This arises in a region of significantly lower
statistics on account of the higher-W cut and fewer kinematic
points available for resonance averaging. Although the slope
dRd

EMC/dx in this case is consistent with zero, we find this
result unstable to small changes in kinematics. Case 2 at high
x figures into the systematic errors on our quoted Rd

EMC values,
however.

Since the data span a large and relatively low Q2 range
starting at 1 GeV2, one needs to worry about whether Rd

EMC is

TABLE I. EMC results for the deuteron. The columns correspond
to the number of kinematic points, average x and Q2, the EMC ratio,
the statistical and systematic errors from the BONuS data, and the
total systematic error including modeling of F

p
2 /F d

2 .

⟨Q2⟩
N ⟨x⟩ (GeV2) Rd

EMC !Rstat
EMC !R

sys
EMC !R

sys
tot

28 0.177 1.09 0.995 0.003 0.002 0.015
55 0.224 1.24 0.991 0.003 0.003 0.010
65 0.273 1.39 0.997 0.003 0.003 0.007
71 0.323 1.50 0.994 0.003 0.004 0.007
70 0.373 1.63 1.000 0.003 0.005 0.007
70 0.422 1.71 0.992 0.003 0.007 0.009
71 0.472 1.85 0.983 0.004 0.009 0.009
56 0.523 2.01 0.967 0.004 0.011 0.012
47 0.572 2.30 0.994 0.006 0.013 0.014
41 0.619 2.54 0.974 0.007 0.017 0.017
26 0.670 2.97 0.984 0.011 0.020 0.021
21 0.719 3.39 1.019 0.019 0.023 0.025
11 0.767 4.03 1.075 0.041 0.024 0.029
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FIG. 2. (Color online) The deuteron EMC ratio Rd
EMC = F d

2 /

(F n
2 + F

p
2 ) as extracted from the BONuS data. Total systematic

uncertainties are shown as a band arbitrarily positioned at 0.91 (blue).
The yellow band shows the CJ12 [49] limits expected from their
nuclear models. The black points are the combined 4- and 5-GeV
data, whereas the red points are the 4-GeV data alone. The dashed
blue line shows the calculations of Ref. [36]. The solid line (black) is
the fit to the black points for 0.35 < x < 0.7.

simply an artifact of structure function evolution. To study this
we looked at the contents of each x bin separately. Figure 1
shows that each x bin covers a wide enough Q2 range to study
Q2 variations within that bin. For this study each data point
was converted into Rd

EMC as described above, and instead of
averaging, all values were fit to a straight line versus Q2.
Fitting to a constant slope yields dRd

EMC/dQ2 = 0.0037(45),
which is consistent with no observable Q2 variation.

Although the BONuS F2 data were extracted assuming that
the longitudinal-to-transverse cross section ratio R cancels in
the neutron-to-deuteron ratios, the associated uncertainty is
included in the published results. Some nuclear dependence to
R could, however, slightly modify our EMC results [48].

IV. RESULTS

Our final result uses the new self-consistent convolution
model [44] for F

p
2 /F d

2 , which was used to determine the
absolute normalization of the final published BONuS Fn

2 /F d
2

data [42]. It provides an excellent representation of F2 for our
kinematics. Our result uses the combined 5.26- and 4.22-GeV
data with cuts Q2 > 1 GeV2 and W > 1.4 GeV. A linear fit for
0.35 < x < 0.7 yields dRd

EMC/dx = −0.10 ± 0.05 where the
uncertainty comes from the χ2 fit. Figure 2 shows these results
together with comparisons to various models. For x < 0.5
the EMC ratios Rd

EMC agree within uncertainties with those
obtained using more stringent cuts in W . The ratio for x > 0.5
continues the trend of the lower-x data, with a hint of the
expected rise above x = 0.7 as seen in RA

EMC for heavier nuclei,
but these high-x values are more uncertain because there are
fewer data points for resonance averaging. The black circles
are the combined results for 4 and 5 GeV, which are clearly
dominated by the 5-GeV data. The 4-GeV data by themselves
(red triangles) are consistent with the combined data set. The

015211-3

EMC
Ratio

Comparison with BONuS

⌅ Plane-wave calculation shown here with same normalization as the
FSI one (so not fitted)
Wim Cosyn (UGent) ODU tagging workshop Mar 11, 2015 16 / 31

FSI: Cosyn et al.

R = ratio of tagged SF 
in d(e,e’ps) to “free” n 
SF, vs. momentum and 
angle (relative to q
vector) of spectator ps
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Testing FSI Models in the quasi-elastic channel

• W. Van Orden and S. Jeschonnek have developed a fully 
relativistic description of cross sections, vector and tensor 
asymmetries for D(e,e’p)n, including (spin-dependent) FSI 
(based on known phase shifts)

A||

T20

PWIA



Results from Jefferson Lab EG1b Experiment in CLAS

14

example, data set 1.6+ and 1.7+ were combined to form
the 1.x+ data set and data set 1.6- and 1.7- were com-
bined to form the 1.x- data set. This was also done for
the 5.6 GeV, 5.7, and 5.8 GeV data sets to form the 5.x
GeV data set. For our final combined values, we com-
bined data sets with opposite torus polarity to obtain
the four final data sets: 1.x, 2.5, 4.2, and 5.x.

For our comparison with the theoretical models from
Ref. [35], we first calculated the predictions over a much
finer grid in kinematic variables, including four values for
the azimuth � of the hadronic plane. The results were
then averaged over each kinematic bin, using once again
the statistical weight of the data from all data sets that
contribute to a given bin. Hence, the data can be directly
compared to these averaged predictions, with the same
relative importance of all contributing kinematic points
within a bin.

B. Final Asymmetries
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2, vs. the cosine of the an-
gle ✓

nq

between the direction of the virtual photon and the
spectator neutron in the reaction 2

~H(~e, e0p)n. The di↵er-
ent symbols refer to di↵erent bins in missing momentum:
red circles are for p

m

 0.05 GeV/c, blue squares for 0.05
GeV/c  p

m

 0.15 GeV/c, purple triangles for 0.15 GeV/c
 p

m

 0.25 GeV/c, orange inverted triangles for 0.25 GeV/c
 p

m

 0.35 GeV/c, and green star symbols for 0.35 GeV/c
 p

m

 0.5 GeV/c. The inner error bars with horizontal ris-
ers indicate the statistical uncertainties, while the full error
bars correspond to the statistical and systematic uncertain-
ties added in quadrature. The dashed lines correspond to a
PWIA prediction and the solid lines to a prediction including
FSI, as explained in the text. They are color-coded for the
same missing momentum bins as the data.
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FIG. 12. A|| for a beam energy of 2.5 GeV and the same Q

2

bin as before. All symbols and colors have the same meaning
as in Fig. 11.

Our final results for the double-spin asymmetry A|| vs.
cos ✓nq and several missing momentum bins are presented
in Figs. 11 and 12 for two specific beam energies and the
same Q

2 bin. Tables of the complete results for all bins
and beam energies can be found in the Appendix. Only
results for bins fulfilling the criteria laid out in Sec. VB
are shown.
Our data show several of the expected features for A||:

at low missing momentum, the asymmetries are large
and positive, and largely independent of cos ✓nq within
uncertainties. This is the kinematic domain where the
struck proton is nearly on its energy shell, with asymme-
tries close to that for the free proton. Indeed, PWIA
calculations (dashed lines in both Figures; see below)
agree with this expectation and the data. As the miss-
ing momentum increases, the asymmetries deviate more
strongly from the free proton ones, getting close to zero
for 0.25 GeV/c  pm  0.35 GeV/c and becoming even
negative for our highest pm bin. From a näıve PWIA pic-
ture, this is to be expected, as higher proton (and there-
fore missing neutron) momenta correspond to the region
where S- and D-state components of the deuteron wave
function interfere or theD-State becomes even dominant.
From simple Clebsch-Gordan arguments, it can be shown
that the average proton polarization inside deuterium is
negative for this case, and becomes �1/2 of the over-
all deuteron polarization for the D-state alone (it is +1
for a pure S-state). Again, this picture is supported by
the PWIA calculations. However, some deviation from
these expectations is seen in the cos ✓nq – dependence,
which shows a tendency for the data points in cos ✓nq bin
2 (with forward spectator momentum) to rise above the
PWIA curves for the highest pm. This e↵ect is likely a
consequence of FSI, as we explain in the following.
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23Institute of Theoretical and Experimental Physics, Moscow, 117259, Russia

24James Madison University, Harrisonburg, Virginia 22807, USA
25Kyungpook National University, Daegu 702-701, Republic of Korea

26Mississippi State University, Mississippi State, Mississippi 39762-5167, USA
27University of New Hampshire, Durham, New Hampshire 03824-3568, USA

28Norfolk State University, Norfolk, Virginia 23504, USA
29Ohio University, Athens, Ohio 45701, USA

30Rensselaer Polytechnic Institute, Troy, New York 12180-3590, USA
31University of Richmond, Richmond, Virginia 23173, USA

32Universita’ di Roma Tor Vergata, 00133 Rome, Italy
33Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, 119234 Moscow, Russia

34University of South Carolina, Columbia, South Carolina 29208, USA
35Temple University, Philadelphia, Pennsylvania 19122, USA

36Thomas Jefferson National Accelerator Facility, Newport News, Virginia 23606, USA
37Universidad Técnica Federico Santa Marı́a, Casilla 110-V Valparaı́so, Chile

38Edinburgh University, Edinburgh EH9 3JZ, United Kingdom
39University of Glasgow, Glasgow G12 8QQ, United Kingdom

2469-9985/2017/95(2)/024005(18) 024005-1 ©2017 American Physical Society

The total value for χ2 , summed over all bins excluding the 5.x GeV data, is 165.6 for the PWIA model (dof=91, p<3× 10−6; 
or χ2 =182.3 for dof = 103 when we include the 5.x GeV bins) and χ2 = 121 (dof = 91, p ≈ 0.02) for the model with FSI included. 



The 2nd RTPC (EG6)

Lightweight (carbon-foam composite 
structure) rungs for stress-free, self 
support of GEMs – to avoid “wrinkles”

Target region - new 
cell – ID 4mm, 
30µm thick wall

Ground and cathode 
foils, each 6µm thick

Open, 2p geometry – only 80% were accessible 
due to the GEM and readout pad sizes



The 2nd RTPC (ii)



Forward 
Carriage

Spaceframe

CND

MVT

Forward 
Tagger

RICH

http://www.jlab.org/
Hall-B/clas12-web/

• Data taking for 35 days on D2, 
4 days on H2 + 1 day aux.              
with L = 2 ·10 34 nuclei/cm2 s-1

plus 2 days commissioning at 2.2 GeV

• NEW RTPC detector, DAQ
• DIS region with 

– Q 2 > 1 GeV 2/c 2
– W *> 2 GeV
– ps > 70 MeV/c
– 10° < qpq < 170°

*)

BONuS12 at 11 GeV

BoNuS12
E12-06-113

CLAS12 
Central 
Detector



BONuS12 at 11 GeV

BoNuS12
E12-06-113

Central
Detector

BONuS12 RTPC 
replaces SiVtxT + 
Barrel µmegas
(but forward Vtx
tracking needed!)



Completed RTPC w/ target
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Complete Assembly

Readout Board

Beam

GEM layers (3)HV board

Chamfer
Field Cage disks

inlet gas

 ports (4)

Ground foil

Cathode foil

outlet gas

 port
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Velocity profiles from CFD
Silviu Covrig

Fixed radius

Inlet ports

Assumptions:

  → 0.2 L / min

 → Premixed

Conclusions:

 → Current design 
provides relatively 
uniform flow

Slices in f
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Basic Assembly of GEMs

  → GEM layers will be constructed using similar process to KLOE2 / EG6

  → Each GEM layer is wrapped on a cylidrical mandrel 

  → Epoxy inner (downstream)  and outer (upstream)  rings 

E. Christy      BONuS12 ERR 18

Completed Assembly



RTPC read out board
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180 rows, 96 columns for a total of 17280 pads
Each pad covers 4 mm in z and 2 degrees in phi
Rows shifted by ¼ pad size in z from one another
Read out by Micromegas DREAM electronics

View of the readout board



RTPC read out electronics

BONuS12 Readiness Review                                                                                                              05/31/2017                                                                                                                                                              5

DREAM electronics developed for the 
Micromegas of CLAS12

BONuS12 will use DREAM electronics

 512 memory cells/channel
 read out selected cells after trigger
 Low noise
 Analogue multiplexed output
 Latency up to 16μs

  Already available on site
  Fits BONuS12 needs
  Contract signed with Saclay (test bench + manpower)
  Need to update the firmware
  Test bench working at Old Dominion University
  BONuS12 will use available FEU and signal cables from barrel Micromegas
  Adaptation board to protect the electronics from over  current



Simulation
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Expected Results
d/u Neutron/Proton structure function

Dark Symbols: W* > 2 GeV (x* up to 0.8, bin centered x* = 0.76)

Open Symbols: “Relaxed cut”W* > 1.8 GeV (x* up to 0.83)



The future: JLab at 11 GeV
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The more distant future: EIC
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Figure 1: (a) Conditional DIS on the deuteron, e + D → e′ + p + X. (b) Neutron pole at t = M2
N

arising from the impulse approximation diagram. (c) Simulated measurement of the recoil momentum
dependence with MEIC and on-shell extrapolation t → M2

N [14]. The plot shows the conditional structure
function, with the pole factor 1/(M2

N − t)2 and the residue removed, as a function of the off-shellness
M2

N − t calculated from the measured proton recoil momentum. The error bars indicate the expected
statistical errors. The three sets correspond to measurements in different intervals of the recoil light–cone
momentum fraction αR.

2 Neutron structure with spectator tagging

The basic method for extracting the free neutron structure function with spectator tagging is
described in Ref. [16] (see Fig. 1). One measures the cross section of conditional DIS e + D →
e′ + p+X as a function of the recoil proton momentum, parametrized by the light–cone fraction
αR ≡ 2(ER + pzR)/(ED + pzD) and the transverse momentum pRT , defined in a frame where the
deuteron momentum pD and the q vector are collinear and along the z–direction (see Fig. 1a). A
key variable is the invariant 4–momentum transfer between the deuteron and the recoil proton,
t ≡ (pR − pD)2, calculated from αR and pRT . As a function of t the scattering amplitude has a
pole at t = M2

N , which arises from the impulse approximation diagram of Fig. 1b and corresponds
to “neutron exchange” in the t–channel. The residue at the pole is, up to a constant factor
representing deuteron structure, given by the structure function of the free neutron, evaluated
at the argument x̃ = x/(2 − αR), where x = Q2/(pDq) is the scaling variable with 0 < x < 2.
2 It can be shown that nuclear binding and final–state interactions only affect the amplitude at
M2

N − t > 0, but not the residue at the pole [16].

2The variables are defined such that in the absence of nuclear binding αR = 1, and x = x̃ coincides with the
usual scaling variable for scattering from a free nucleon.
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What else can we do with RG F?
• EMC effect in D

– tag on slow/fast p; bench mark for heavier nuclei? FSI, d WF,…

• “LAND” experiment E12-11-003A 
– tag p structure in d with backward n (Approved Run Group proposal, 

PAC43; Or Hen, L. Weinstein, E. Piasetzky, H. Hakobyan)

• nDVCS?
– At least calibrate CND and get first sample without nuclear 

distortions; fully exclusive!
• n Form Factors? Alternative method to cross check
• n resonances? (Use forward tagger)
• n SIDIS? (Flavor tagging, TMDs)
• phi-N bound state: Au(g*,pK+K-)



Activity Name Resources Assigned
Duration 
(Weeks) Start Date % Done Finish Date

Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun

2017 2018 2019

Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun

Target 34.3 1/1/18 0% 8/28/18

Build complete target JLab, ODU 18.0 1/1/18 0% 5/4/18

Tests, final safety review JLab, ODU 8.6 5/7/18 0% 7/4/18

Integrate target into RTPC JLab, ODU 4.3 7/30/18 0% 8/28/18

Data Acquisition 78.0 4/3/17 0% 9/28/18

Front End Units 39.0 4/3/17 0% 12/29/17

Complete tests, develop settings, changeover 
procedure

ODU, Saclay 39.0 4/3/17 0% 12/29/17

Back End Units 26.0 10/2/17 0% 3/30/18

Start BEU Effort 0.0 10/2/17 0% 10/2/17

Programming C. Cuevas, ODU 26.0 10/2/17 0% 3/30/18

Inegration into CLAS12 ROC system, DAQ 
software

ODU, S. Boiarinov 26.0 10/2/17 0% 3/30/18

Online Monitoring Tools CLAS CALCOM, ODU 26.0 4/2/18 0% 9/28/18

Data Analysis Software 74.0 4/3/17 21% 8/31/18

Data Processing 73.0 4/3/17 36% 8/24/18

RTPC integration into coatjava/HIPO N. Harrison, ODU, V. Ziegler 17.0 4/3/17 75% 7/28/17

Signal conversion ODU, V. Ziegler 26.0 4/3/17 50% 9/29/17

Pattern recognition, track finding J. Zhang, ODU, W&M 37.7 4/3/17 50% 12/21/17

Track fitting J. Zhang, ODU, W&M 52.0 4/3/17 50% 3/30/18

Complete analysis chain ODU, V. Ziegler 38.0 10/9/17 0% 6/29/18

Complete calibration procedure CLAS CALCOM, ODU 73.0 4/3/17 25% 8/24/18

Simulation 74.0 4/3/17 5% 8/31/18

RTPC integration into GEMC (full .stp file) M.Ungaro, ODU 39.0 4/3/17 0% 12/29/17

Single proton simulation J. Zhang, ODU 26.0 4/3/17 0% 9/29/17

Signal simulation; close loop with Data 
Processing (see above)

M. Ungaro, ODU 26.0 4/3/17 0% 9/29/17

Full event simulation, CED ODU 38.0 7/3/17 0% 3/23/18

Background simulation ODU, R. Montgomery 52.0 4/3/17 25% 3/30/18

Complete simulation of experiment ODU 56.8 8/1/17 0% 8/31/18

Installation in Hall (Arbitrary start point; after 
end of previous experiment and Hall ready)

7.8
5.0

1/1/19
1/1/19

0%
0%

2/22/19
2/4/19

Remove MVT/SVT cart and bring to EEL 0.8 1/1/19 0% 1/4/19

Separate MVT from SVT, store SVT 0.6 1/7/19 0% 1/9/19

Disconnect all MVT cables from FEUs, secure 0.4 1/10/19 0% 1/11/19

Remove FMVT, remove BMVT and store 1.0 1/14/19 0% 1/18/19

Mechanically install all RTPC components and 
FMVT

1.0 1/21/19 0% 1/25/19

Install and test all cables, HV, gas lines 1.0 1/28/19 0% 2/1/19

Transport to Hall B, fiducialize, insert and align 1.0 2/4/19 0% 2/8/19

Integrate into CLAS12 DAQ, ancillary systems, 
beam line

1.0 2/11/19 0% 2/15/19

Cosmic tests 1.0 2/18/19 0% 2/22/19
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Summary
• BONuS12 will determine d/u out to x = 0.8 -> high priority
• Present goal: 3rd experiment after LH2 and LD2 target 

(Run Group F, Winter 2019? Passed initial ERR)

• Plethora of potential additional Physics topics
• Detector/target system design at advanced stage

Activity Name Resources Assigned
Duration 
(Weeks) Start Date % Done Finish Date

Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun

2017 2018 2019

Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun

Milestones
Readiness Review 0.0 5/31/17 100% 5/31/17

Schedule Request 0.0 7/3/17 0% 7/3/17

Schedule Released by JLab 0.0 10/2/17 0% 10/2/17

All BONuS Equipment Ready to Install 0.0 12/28/18 0% 12/28/18

Float 13.0 10/1/18 0% 12/28/18

Detailed Design 63.0 4/3/17 37% 6/15/18

RTPC 30.0 4/3/17 54% 10/27/17

GEM Assembly HU, M. Zarecky 26.0 4/3/17 75% 9/29/17

Mandrels HU, M. Zarecky 21.4 6/1/17 25% 10/27/17

Drift Region (Cathode, Ground foil) HU, M. Zarecky, W&M 28.0 4/3/17 50% 10/13/17

RTPC frame HU, M. Zarecky 28.0 4/3/17 60% 10/13/17

Target M. Zarekcy, ODU, R. Miller 39.0 4/3/17 50% 12/29/17

Ancillary Systems 63.0 4/3/17 30% 6/15/18

Drift gas system (design and build) VUU, W&M 51.0 4/3/17 25% 3/23/18

DMS (drift gas monitor system; design and 
build)

ODU, VUU 63.0 4/3/17 25% 6/15/18

HV supplies (design and purchase) ODU 26.0 4/3/17 50% 9/29/17

Slow Controls VCU, VUU, W&M, W. Moore 52.0 4/3/17 25% 3/30/18

Electronics 39.0 4/3/17 26% 12/29/17

Padboard design, connectors C. Cuevas, HU, J. Wilson, ODU 30.0 4/3/17 30% 10/27/17

Signal translation/circuit-protection boards C. Cuevas, HU, J. Wilson, ODU 39.0 4/3/17 25% 12/29/17

Cabling HU, ODU, Saclay 39.0 4/3/17 25% 12/29/17

Integration 39.0 4/3/17 39% 12/29/17

Cart brace and electronics tube attachment M. Zarecky, ODU 34.0 4/3/17 50% 11/24/17

RTPC holder M. Zarecky, ODU 34.0 4/3/17 50% 11/24/17

Fwd MM Vtx detector holder/cable router M. Zarecky, ODU 34.0 4/3/17 50% 11/24/17

Beam line M. Zarecky, ODU 39.0 4/3/17 25% 12/29/17

Installation scheme M. Zarecky, ODU, Saclay 39.0 4/3/17 25% 12/29/17

Construction 74.0 5/1/17 5% 9/28/18

GEM Assembly 39.6 5/1/17 25% 1/31/18

Build GEM foils CERN 11.0 5/1/17 75% 7/14/17

Test HV, optical scan, characterize all GEMs ODU 8.6 7/17/17 0% 9/13/17

Build individual cylinders HU, ODU, W&M 5.0 10/30/17 0% 12/1/17

Assemble with chamfer plate HU, ODU, W&M 4.3 12/4/17 0% 1/2/18

Test final Assembly HU, ODU, W&M 4.3 1/2/18 0% 1/31/18

Rest of RTPC 47.6 11/1/17 0% 9/28/18

Procure and build all RTPC parts JLab Machine Shop 14.0 11/1/17 0% 2/6/18

Assemble 1st RTPC HU, ODU 20.6 2/7/18 0% 6/29/18

Build Integration parts JLab Machine Shop 18.0 1/8/18 0% 5/11/18

Procure electronics boards 22.0 1/1/18 0% 6/1/18

Cosmic and source tests 1st RTPC Collab 8.4 7/2/18 0% 8/29/18

Assemble 2nd RTPC HU, ODU 13.0 7/2/18 0% 9/28/18
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Conclusion

• Few-body nuclei (D and 3He) continue to be “neutron targets of 
choice”

• Interpretation of results complicated by off-shell effects, possible 
structure modifications and final state interaction…

• …but we can also learn a lot about NN interaction and few-body 
nuclear structure by studying these effects

• New, more precise theoretical calculations are becoming 
available and can be tested experimentally 

• Spectator tagging allows us to minimize binding effects or study 
them in detail

• BONuS12 will extract neutron valence quark distributions
• Lots more experiments at 12 GeV! Tag polarized SFs?
• Master of spectator tagging: EIC
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