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Highlights:

Beam at 80 MeV!

Operations:

This week we made a significant milestone in running the beam.  We got beam through the linac and did rough setup of the beam transport to the straight ahead dump.  Beam at around 80 MeV was produced and is in the process of being set to the proper energy, steering and focus for transport around the first arc.  There is still a lot to be done to get the beam ready for lasing but this is a major step forward.

Management:

This week we provided programmatic information for ONR long term planning purposes in preparation for a presentation to RADM Cohen.

We also hosted a tour of the FEL facility for Mike O'Neil of PMS-405 and held program discussions.

We also held a cryogenic interface planning meeting for the incorporation of the AES injector module to verify helium flow requirements.

WBS 4 (Injector):
The gun has been reliably providing pulsed beam at ~1% QE through the week.

WBS 8 (Instrumentation): 

Beam Loss Monitors (BLMs) - 6 more BLMs were brought online this week.  The current total of ten commissioned BLMs takes us to the straight-ahead dump (all BLMs < ILM2F04).  The remainder of the BLMs will be brought online over the weekend.  Also, an F0060 (four channel programmable timer card) has been installed into iocfel8 to provide the proper delay on Beam-Sync for the purpose of commissioning the BLM Beam-Veto function.

Analog Monitoring System (AMS) - The AMS has been updated to include the new BLM signals.  Drive Laser Pulse Control (DLPC) - The MPS is now providing the Beam Permits to the DLPC.

Video Selection System - The cross-talk problem in the 3rd video switcher chassis is fixed. New viewer signals have been added to the channel line-up.

Operations/Commissioning Support - In addition to the providing direct support to the operations activities, a very-detailed database of every element in the machine both beamline elements and rack mounted components is being constructed. This database will allow us to view in detail the status of every system component and create a running history of the hardware performance.  The system will be available to all early next week.

The next version of the Charge Dump Current Monitor Buffer Driver has been fabricated and is ready for testing.  Wiring, Fabrication and Assembly Drawings are in progress.

The Horizontal and Vertical Raster Control Chassis' have been tested and are ready for installation.  Documentation for these chassis is also being updated.  An additional patch panel from the Control Room to the Vault has been installed.

AED/CPR training for all operators is being scheduled to occur in June.

Laser Personnel Safety System (LPSS) - A spare of the LPSS' entry system PC has been made ready but has not been tested in the system.  

WBS 9 (Transport): 
Dipoles

Injector Dipoles (DU/DV)

•
The results from measuring the Small Injection Chicane Dipole repeated at first and then didn't.  This made measurements at other momenta problematic.  The group committed an extensive effort to find out why the magnets didn't repeat.  The result is that the change correlates to the receipt of the second GY dipole that was placed about 8 ft to the side of the measurement stand.  Background field measurements show a difference.  We can’t verify the effect because we have not been able to remove the magnet since yesterday.  The crane is not working.

Arc 180 Degree Dipoles (GY)

•
The vacuum chamber was placed in the first GY.  The unit is ready for installation on 

June 26th.

Octupole (OT)

•
The order for the core machining is ready to be placed when funds are available.

WBS 11 (Optics):

Our primary task continues to be the accurate determination of the correct optical cavity length, using the ultrafast laser system.  Our attempts last week were unsuccessful because we seemed to not be well-aligned into the cavity.  However, late Friday we determined that the problem was the laser was running multi-mode.  At this writing we have made only incremental progress in solving this problem.  Our plan is to begin working on it when beam operations cease and the radiation survey of the vault is complete.  Work will continue on Saturday afternoon, after the I&C crew have done their work.  

While the vault has been locked up we made rapid progress on the first light diagnostics hardware, and we are essentially ready to be set in place, once we have done the cavity length measurement.  Parallel to that effort, we resolved a problem with the EPICS control of the spectrometer.  Persistent effort on the part of everyone involved determined that the problem lay in a subtle way that EPICS interpreted a GPIB interface command.  A big step in resolving the problem with noise and drift in the LVDT readbacks was made on Friday, and we have been working on recalibrating and testing them.    

We have supported operations with periodic checking of the drive laser.  This included a loss of cooling water incident that took us offline for slightly less than an hour.  We also supported work by two laser vendors on the DIRUP - funded laser system in User Lab 6.  

