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Highlights:

We have two very significant results this week on the campaign to 10 kW: 

-
We have obtained 10 kW output power during pulsed operation at 60Hz with 1 ms macropulses, 5 mA drive current at 145 MeV 

-
We have observed laser efficiencies as high 2.1 kW/mA during pulsed operation at 2mA. 

In order to push the cw power to the 10 kW regime we are continuing to work on optimizing the accelerator operation so that we can recover the high momentum spread beam that results after from the FEL interaction in the wiggler, and push the current with the proper phase advance on the energy recovered beam so that we stay below BBU thresholds.  Having obtained all the key parameters we need for the 10 kW Demo: 145 MeV beam at 5 mA and high lasing efficiency (>2 kW/mA), we are optimistic that the parameter set that combines all these quantities can be established very soon. 


The team has been focused on hitting the 10 kW milestone, so we have not been devoting any significant time to study of BBU limits to our operation. We will get back to these important studies after the milestone.  If additional BBU mitigation is needed, we are completing the installation of our skew quad rotation system in the back leg of the accelerator this weekend. This is our third method of mitigating BBU instabilities. 

We are pleased to note that new permanent magnet wiggler that we have procured for optimized operation at 1-3 microns met or exceeded all of our specifications during on-site acceptance tests at STI, Inc. this week. The wiggler arrived in Norfolk today and we will accept the device at the magnet test area on Monday.

Commissioning Summary (Steve Benson):

Monday was spent recesiating the cathode and restoring the setup from Friday.  This setup produced about 1800 W/mA and we were able to get this much efficiency after restoration.  The losses from halo seemed higher than before.  Tuesday was spent trying to reduce losses with this setup.  Though losses could be moved around the machine, they could not be eliminated.  On Wednesday we went back to a previous allsave that had a shorter bunch but a bad match after the wiggler.  The short bunch did restore and we grafted the match from the wiggler to the dump onto this setup.  We were able to obtain a configuration with reasonably low loss and good efficiency. On Thursday we optimized the lasing and the energy recovery and were able to get a configuration that lased with 10 kW for 1 msec at 60 Hz with 5 mA beam.  The losses everywhere were reasonable.  Unfortunately this configuration had a very low BBU threshold so we were unable to push the average current.  We are working today (and next week) to get a better match through the system so that the phase advance trombone can be used to suppress the BBU.
Management:

We made final preparations for next week's DOE review of the Lab's science and technology. 
The review will include a presentation on the FEL program and related accelerator physics. 

We submitted our biweekly financial report for the period ending on May 31 for the ONR funded FEL program to our DOE and ONR program offices.  Also with the help of the CFO, we submitted an annual financial report to DOE on all of the Lab's "Work-for-Others" programs, which are dominated by the DOD funded FEL projects. 

Today we had another planning meeting for the installation of the PM wiggler which is included in our 10 kW campaign plan.  At this point we are planning to start this installation on June 21, if either the 10 kW milestone is behind us or we need the extra gain of this wiggler to push over the 10 kW mark.

WBS 4 (Injector):

The cathode was recesiated after delivering 48 Coulombs from its initial activation. The QE had dropped to 1.1% and was raised back to 6% with the recesiation.  Overall the performance of the gun with the new wafer has been very good. Studies on ion implantation and sputter coating of

electrodes continue to move forward.  We are struggling with arcing observed on our test electrode during the deposition process. On the positive side the surface roughness of the deposited electrode is reduced to the 40 nm level from an initial 9 micron surface finish.

WBS 8 (Instrumentation):

The THz FTIR detector and mirror position signals have been brought upstairs to facilitate a real time bunch length measurement. With the higher energy beam (145MeV) the detector saturates with any appreciable current.  These signals will be analyzed by our DSP and displayed real time as a bunch length (brightness) monitor. This weekend we will put in an aperture to limit the THz top the FTIR bench. 
   HeNe (632nanometer) interference filters have been added to the wiggler viewers. With the higher energy beam the spontaneous radiation from the wiggler washes out the electron beam signal. The interference filters are needed to pass the HeNe for aligning the optical cavity. Also the software has been updated to drop the micropulse frequency to 1 MHz on the Happek viewer ITV4F03.  A spare flag is being made for the viewer ITV5F01, this was damaged during vacuum work last month. 
   As the operations crew had been theorizing about what might be limiting the pulse width of the FEL, it was considered that maybe there was a timing problem coming from the drive laser pulse control system (the DLPC). So we spent a considerable amount of time double checking the performance of the DLPC with emphasis on long (>1ms) pulses. The system was confirmed to be working fine and so the mystery remained. It was recently confirmed that the problem is due to a lower BBU threshold than was expected due to the current configuration of the machine. --- We also spent time on shift for operations. During this time we took advantage of being in the control room all day for operations to camp out on some of the devices that have been displaying occasionally sporadic behavior. Specifically, the MPS shutter in the drive laser clean room. Although the shutter can not and has never operated in a manner that is inconsistent with the safety interlocks, the control system that provides the 'open' and 'close' requests for shutter has shown some spontaneous behavior. To isolate the problem (hardware vs. software), we have set-up a scope to capture the open/close logic requests from software to isolate the problem (if any). --- The variable attenuator has been successfully implemented with the 8-channel motor control system running in iocfel7 and has run all week without failing until today. We are currently considering what the nature of the lock-up is. --- The AMS/Video system upgrade is proceeding well. The design for the AMS input/output scalar boards is finished. We will send these boards out today if time permits. --- We revisited the program that displays EPICS channel values from BURT all saves versus time to allow for better date control. The updated system is accessible from the following link:http://laser.jlab.org/devlore/Main.asp?QuickFind=AllSave 
   The design was completed for a 10 Channel RTD chassis to be installed at the Wiggler instrumentation rack in the beam enclosure to support additional RTD's for the new wiggler and Optics. Fabrication of the front panel and rear panels were completed along with the wiring and assembly. 
   The RF section of new Beam Position Monitor system continues to advance.  The prototype detectors have been tested for frequency response and noise shielding.  Each of the channels in both detectors seemed to have a well-behaved response but the signal was altered a good deal by vibration and electromagnetic waves.  The buffer and sample-and-hold circuit boards are almost complete, then signal from the FEL will be tested by the prototype. 
      FELTECH1 and FEL-SALLY were installed and wired into the network in Area 51. The hardware in the Tektronix TDS-8000 oscilloscope was upgraded with a new motherboard, memory, and Intel based CPU. This hardware upgrade allowed for an OS upgrade from Windows 98 to Windows 2000 Professional. With the upgrade to Win2k Pro, it is now possible to plug the scope into the JLAB LAN, whereas it was not possible before due to outdated Windows software.
   Another Video board has been populated and is ready for testing.  Another Temperature Control Board Crate for the Si Diode Thermometer Boards has been tested and is ready for testing by the software group for module communication. 
   The advanced capabilities of the Cohu cameras (sync, integration & trigger) were researched. Investigation of the Special Reset Integration board has started to determine if it can eliminate the triggering problem of the framegrabber. The framegrabber test bed has been fully recreated, running separate hardware and software. Testing has shown that the lengthening of the pulse width helps solve the problem. Although the triggering at different times along the pulse width does not seem to help. Switching the camera to frame mode instead of field mode changed a 50% hit/miss into less than 10%. The frame mode does not seem to alter the video quality. In collaboration with Scion Corp. The framegrabber card triggering solution is being worked on. 
      The first draft of the Beam viewer camera test procedure, camera assembly and parts list has been completed and under review.  A first draft of the camera alignment and usage procedure has been submitted and also is in revision.  Effort has begun on the mechanical drawing, parts list and test procedure for the SLM attenuator enclosure and valve assembly.  Documentation of the entire Beam viewer system is in progress beginning with revisions to the Beam viewer chassis circuit board.  Additional viewer camera enclosures for the UV upgrade were delivered to the machine shop for pre fabrication and drilling. 
   The Laser Safety System presented for Anteon (IRDEMO) was reviewed in preparation for the new LPSS. The existing I/O examined from drawings of the LSS and a rough list of all I/O from the Master Chassis was compiled. Programmable Logic Controllers (PLCs) were researched for information on parts, basic functions and ladder logic. We are narrowing our options to models distributed by Siemens, Omron and the Modicon Micro.  Distributors were contacted in order to obtain demos. Commonwealth Controls Corporation and Hermitage Automation and Controls are very interested. Ideally, appointments will be set up for early next week. 
   Training was received this week by several members of the I&C group on Laser Safety (Patty Hunt) and PCB Technology (Data Circuits).  Lock, Tag & Try training is scheduled for Friday, June 18 at 1000.  Much time was spent on clean-up efforts in preparation for Monday's EH&S Quarterly Safety Inspection.  A "new" Transportainer is hopefully on the way to ease the storage shortage we are experiencing.

WBS 9 (Beam Transport):

Skew Quad Rotator - Skew Quadrupole Eigenvalue Exchange Module (SQEEM)
All stands were aligned on Wednesday and three of the 7 QX quads were mounted in position.  Mounting the remaining four magnets, alignment and hook up to power supplies will take place over the weekend. Monday morning, the rotator will be available to mitigate BBU.

 
Wiggler 
Electromagnetic Wiggler for 2.8µ 

• We spent the week, hooking up trim coils and temperature probes as well as filtered cooling water and appropriate cabling. The first powering of the magnet should take place Monday morning. 

Sextupole Lites

•   The recoiled sextupoles are proving to be adequate for 145 MeV/c. However, two of the Sextupole Lites, in their re-coiled version are running at 16 A in the First Arc, parallel positions - near their limit. The power supplies run out of available voltage at 17.5 A when the magnets rise in temperature (they are air cooled). We will change these two magnets to provide some margin. We will replace the twelve new 50% added turns re-coils with twelve original 100% more turns coils. We are lucky, these 100% coils are available from the original prototype sextupole (6 coils) and the 6 spare coils originally purchased for the IR Demo. In addition, we will add cooling plates between the coils to reduce the resistance rise.  The result should reduce our maximum power to 75% and give us a more comfortable margin.

Sextupole (SF) 

•
Procurement on hold, pending 10 kW efforts

WBS 10 (Permanent Magnet Wiggler):
    The final certification runs were completed this week.  I went over the specifications and verified that all were met.  A complete report will be written up later.  Some sample results however are in order.  The trajectory in the wiggler is straight to better than 50 microns in the main part of the wiggler.  The offset at either end is 100 microns, compared to a specification of better than 350 microns.  The phase noise in the main part of the wiggler is 2 degrees rms compared to a specification of 5 degrees.  The field is set to better than 1%. 
   The wiggler is being shipped via air freight today to Dayton Ohio.  Tomorrow it will be air freighted to Norfolk and spend the rest of the weekend in a temperature controlled warehouse.  On Monday it will be trucked to Jefferson Lab via air ride truck and installed in the alignment area for fiducialization and vacuum chamber fitup. 
All relevant parties met today to go over the schedule for installation of the wiggler starting June 21 as currently planned.  No problems have been found so far. The schedule is tight however so we will have to stay on top of things to get the wiggler installed and ready to operate by June 28.

WBS 11 (Optics):

Plan A is to obtain low loss 6 um optics.  
 As discussed in the Commissioning section, we surpassed the design goals for cw lasing efficiency and, while running pulsed (~ 0.9 ms, 60 Hz), produced over 10 kW.  The average irradiance was ~ 16 kW/cm^2, and twice that value at the peak.  These are irradiances we ran in the IR Demo, so we weren't expecting damage problems, but it was good to see that so far we have none.  Monitoring of the cooling water allowed us to check the losses, the losses at the laser wavelength remain at levels reported over the last several weeks.

 Our three Plan B's had the following progress:
Cryomirror:
The new fixtures to help us produce a uniform indium annulus were made and given to our braze expert.  A higher priority is to have spare, conventional, mounts for the outcoupler mirrors we'll install later this month.  

2.8 micron mirrors:  
3" dia OC mirrors arrive early next week.  We completed metrology for the other mirrors we plan to install.  They meet or exceed our specs, except for the 3" HRs, these have scratches that barely exceed our rms roughness criterion and also have a higher density of shallow pinhole flaws that we are accustomed to.  We sent them back to the vendor for them to inspect and comment on. We plan to prep the best optic for installation, and have other mirrors made and coated as a backup.  

Scraper outcoupler: 
No progress since the last report.  

 Other activities:
Last week's operations showed the utility of having an IR camera image the HR cavity mirrors during operation, so last Saturday we vented the OC assembly and installed an IR viewport and camera.  They allow us to determine the position of the optical mode on the mirror, and the distribution of scattered light on the mirror frame.  Significantly, scattered light strikes edges of the mirror holders and is absorbed, causing heating.  We detect this both with the IR cameras and with RTDs affixed to the mirror frames Over time, this causes drifts in mirror position.  The most significant absorbers are the fixed mirror clips.  Spares are being gold coated to reduce the heat load.  Last week we saw cooling water induced vibration in our 2" OC that limited performance, so we began implementing mitigation techniques.  Surge tanks were installed (Thanks to K. Jordan for getting those), which didn't improve the situation.  We purchased a variable speed control to bring our water chiller out of resonance with the rest of the building.  We had the service engineer from Veeco Metrology here to service our NT1100 noncontact profilometer, and give us additional training.  The pyroelectric array failed and was sent back to the factory.  They identified the failed component and are replacing it.  The readout electronics are progressing well.  is working on the benchtop.  Planning and procurement of the optical transport continue.  The vacuum vessels for the other two turning mirror cassettes arrived from the vendor.  They will be inspected then cleaned.
Terahertz:

Work continued on the mounts for all 4 mirrors, parts that need re-working have been identified and sent to the shops.  M1 is being tested optically for figure.  It has already been measured mechanically and was found to be satisfactory.  Layout drawings were completed at Advanced Energy Systems of the vacuum chamber for measurements in lab 3a.  The aluminum blanks for M2, M3 and M4 have been made.  This is the major part of the manufacture, the surface figuring is a small component, and is planned to be complete this month. 

