MEMORANDUM 

To:

Distribution 
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F. Dylla

Subject:
FEL Upgrade Project Weekly Brief –May 17-21, 2004

Date:

May 21, 2004

Highlights:

This week we are wrapping up our activities on the final week for our planned three week shut down and we are on track for starting up machine operations next week and continuing the 

10 kW campaign with new hardware.  Accomplishments this week include:

1. We successfully completed the 250C vacuum bakeout of the photoelectron gun and also the beamline between the photogun and the injector cryounit.  The photogun has a newly installed GaAs cathode made from a different crystal cut (AXT) that has shown higher quantum efficiencies ( ~10 % vs our typical 5%) and it also has a concentric anodized ring located at the outer circumference to minimize halo production.  The beamline had various fixes prior to the bakeout that will hopefully improve the vacuum isolation between the cryounit and the gun.  The post-bakeout vacuum level in both systems looks extremely good; total pressure in the low 10-11  torr range that is comprised of hydrogen. The only other residual gas noted is methane at the low 10-13 range.  The gun is being high voltage processed today and Sunday.  At press time the gun has reached 320 kV without any significant processing.  On Monday we prepare the final photocathode (with a heat clean and cesiation).

2.
We started hot check-out of all the power and diagnostic systems at mid-week.  There is still a long punch list; however during gun HV processing today we powered and checked out the rf systems. All the SRF systems were run at “drive high voltages” including running the new FEL 3 crymodule system briefly at a total gradient of 82MV. All the sextupole modifications for 145 MeV operation were completed this week except for final wiring of one sextupole (which will be completed tomorrow).  Final checkout of the magnet and diagnostics systems will happen tomorrow and on Monday  as we align the drive laser to the gun.

3. Low loss, high reflector (HR) optics were successfully installed in the HR optical cavity for both 6 and 3 micron operation.

4. A majority of the THz beamline was installed from the pick-off location on the optical chicane upstream of the wiggler through the floor penetration in User Lab 3.

5. Excellent progress was made on the fabrication of both the short wavelength wigglers.  STI completed the assembly of the permanent magnet wiggler and we made a site visit this week to vendor (PECo) for the new electromagnetic wiggler to witness the final assembly steps.

Commissioning Summary (Dave Douglas):

This week's epiphany involves the manner in which we steer, or fail to steer, the 2nd pass beam through the linac.

Our standard operational procedure is to locally steer the 1st pass beam with some care using correctors within the linac and steer the 2nd pass beam by adjusting its position and direction at reinjection. This is appropriate if the steering errors applied to both passes and so corrected are magnetstatic in origin, and leads in principle to good correction results. A simulation of this process based on observed linac steering is shown in Figure 1, wherein we have imposed on a modeled beam both errors derived from operational first pass corrections and the corrections themselves under the assumption the errors are static.

Figure 1: 1st and 2nd pass orbits with local correction of the 1st pass and reinjection correction of the 2nd under the assumption that linac steering errors are magnetostatic in origin.
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Experience shows, however, that the second pass correction in the machine is not as good as this simulation predicts, and that it behaves moreover in a very contrary manner when we attempt to optimize the reinjection conditions. We now suspect this is because the steering in the linac primarily originates in the RF, not from stray magnetic fields and/or quadrupole misalignments. In this case, the 2nd pass beam - as it is a half-wavelength out in phase from the first pass beam - experiences deflections opposite in sign from those imposed on the first pass beam, and the 1st pass corrections thus serve to aggravate and degrade the 2nd pass orbit rather than correct it. As a result, the reinjection steering becomes very strong as we attempt to find a (contorted) orbit that will traverse the linac; this quest for the proper orbit is further impeded by the fact the HOM-coupler-driven skew quad modes in the 5 cell cavities mix the transverse degrees of freedom and make intuition on "how to steer" largely useless. A simulation of this situation is shown in Figure 2; this is terrifyingly similar in character (and behavior, if you play with the simulation) to what is observed on the machine. 

Figure 2: 1st and second pass orbits with local correction of the 1st pass and reinjection steering correction of the 2nd under the assumption that linac steering errors are RF driven. Yuk.

[image: image2.png]Orbit Data





What to do? Notionally, in a "short" multipass linac (e.g., the IR Demo) one steers essentially only by adjusting the injected and reinjected orbits because the various passes are not sufficiently independent from one another (in energy) to allow decoupled adjustement within the common transport. In a "long" multipass linac (e.g. CEBAF), the various passes are in fact sufficiently separated in energy to allow some independent manipulation. The question for us is therefore - are we short or are we long? Or are we at a perverse intermediate scale wherein neither injection steering nor decoupled steering work? Or do we feel lucky and believe both work?

Figure 3 suggests that we remain "short". It shows the result of using injection/reinjection steering to correct RF-driven errors in the presence of second pass coupling. The first pass orbit is not as well steered as when the errors are locally compensated, but the second pass is better steered. Furthermore, the reinjection corrector strengths required for the 2nd pass steering are significantly lower, and the insult and frustration imposed by skew coupling therefore not quite as dramatic. 

Figure 3: 1st and 2nd pass orbits with injection steering correction of the 1st pass and reinjection steering correction of the second under the assumption that linac steering errors are RF driven
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Should aperture become an issue in the operation of zone 3, it is therefore within reason to expect that turning off the linac correctors and steering at injection and reinjection may improve transmission.
Management:

We distributed the project monthly report for April for the UV FEL project to our Air Force and DOE program offices.  This was the first monthly report for the new Phase 4 of the project which was initiated on March 31.

We prepared a presentation on the JLab FEL program that was requested by NAVSEA PMS-405 for delivery to the DoD Office of Force Transformation on May 24th.

Michelle Shinn gave a status report today at Dahlgren on the FEL upgrade, the design and fabrication of the optical transport system and plans for a new round of laser materials damage (lethality) studies using the FEL Upgrade.

WBS 4 (Injector):

As noted in the highlights section the bakeout of the gun and injector line was completed successfully and HV processing is going well

WBS 6 (RF):

As noted in the highlights section, all RF systems in Zones 2-4 (all SRF systems) were run at “drive highs” and are ready for operations next week. Only the room temperature buncher system needs checkout after all the hook-ups in the injector area are completed on Monday morning.

WBS 8 (Instrumentation):

   This week was used as HOT CHECKOUT time as well as continuing the installation and upgrades of the various systems. A major update to the controls database was posted this week. The pages that allow users to locate and edit item information have been greatly improved. A feature has been added that provides high level status of the primary locations and systems of the FEL (i.e. "READY" or "NOT READY" for operations).

   Last week we solved the problem of the ARC detectors having too long of a delay before reporting a fault to the MPS. To solve the problem, we had to reprogram some very old PLDs on the card. In doing so, it became evident to us that the 'know-how' and capability of servicing some of the legacy programmable logic devices in the machine is an ability that is becoming more difficult as the systems get older. Upgrading these devices one at a time as needed will always be possible as long as we can keep track of the source code to determine what the program are actually doing. To this end, the controls database is now ready to serve one the core purposes of its creation: to be a library for ALL embedded programs in the machine (legacy or otherwise). In this capacity, firmware versions for programmed devices will no longer be the privately kept files of the programmer or in some obscure file folder in a data back-up somewhere. Instead, all programming projects can be centrally archived in the database for easy searching and quick access to the source code. Please visit: http://laser.jlab.org to view the new changes and make note of the links available from the 'home' page. Your comments are welcome (they are often read and considered).

   The DG535 (precision timing module) in Zone 1 is being implemented to provide a gate signal for the multipass BPM project. The related EPICS software will be included as part of the drive laser controls application in iocfel10.

   Signal, timing and Pico motor cables were installed for the Streak Camera in the 2F06 region. Completed the assembly of the streak camera stand and is ready for installation. Additional fiber optics was also installed to accommodate the new THz Beam Line at 4F00.  Two sets of 4 channel BPM signal cables were installed at 4F10 and 5F07 and a set of SEE BPM's were also installed at 0F01.  The Charge/Dump Current Monitor Chassis is being modified to ensure that the charge counters account for both CW and Pulsed operations.  Progress was made on the I&C Pre Amp Chassis, the front and rear panels arrived and the chassis will be built up as needed. BV Chassis 1 and BV Chassis 2 were upgraded with can bus technology and testing has progressed this week. A spare BV chassis has been fabricated and tested. This chassis has also been upgraded to work on the can bus network. The two fail-safe interlock control boxes for OXM1V00B and OXM1V00D were reconfigured to repair an issue with the lamp power controls turning off the fail-safe interlocks limit switches. Both solenoids are now functioning properly.

   Completed the re-wiring of the add-on coils for the 2nd Arc sextupoles.  The hysteresis loop limits and current limits have been downloaded along with 2 additional controller channels for MSF2F06 and 2F10. Checkout will begin this weekend. The Path length power supply has been modified for bipolar operations and tested successfully.  The hysteresis loop this PS is ± 60 A.

   An entry was added to the HP-UX menu (right-click) for the compatible Mozilla browser to be used in accessing the configuration database. PCXware was setup on the machine in the back of lab 5 for full remote desktop capabilities of the HP-UX controls system. 
   We continued forward with the calibration system for the Framegrabber.  We added the functionality for creating a new viewer entry if the camera is new to the system. The integration of the different tools of the system is almost complete. Implementation for an automated procedure for calibrating SLM viewers for dispersion is progressing very well thus far. In a development environment tests have been performed on the ability to move the linac to crest (along with the proper adjustment of the 24 cavities within it) with much success. 
   All parts for the new revision of the 32 x 32 video crosspoint switcher module have been received.  Testing will begin next week with final assembly planned for the first week of June.    Drawings were completed for the mirror box cover (Fabrication) for the Beamviewer Camera Mirror Box Assembly and a block diagram of the LPSS system for the Drive Laser. Several drawings for the Dump Water Control System were added to the Configuration Control Database. The new revision of the Si Diode Thermometer PCB is in progress.

WBS 9 (Beam Transport):

Sextupole Lite Re-coiling to obtain higher field 

•
Both arcs have hardware and software complete. The first arc’s polarities checked out. We will check the second arc over the weekend.

Skew Quadrupole Eigenvalue Exchange Module (SQEEM)

• Stand positions were laid out on the floor for the stands that are due next week. The girder plates for the magnets were signed off and they are on order. We will put auxiliary fiducials on the five quadrupoles that we turned into skew quads. 

Wiggler 

Electromagnetic Wiggler for 2.8µ 

•
The first of the two halves is complete. (See photo below). The coil concept of layered conductors is successful, going together short free from the onset of assembly. With lots of surface conduction path, the coil has 100,000 ohm resistance to ground in a humid, industrial environment and should improve in the hot, dry environment of the vault. Even under these conditions, resistance computes to a leakage current of 0.4 mA out of 200 A at service voltage - no problem. 
* Process Equipment will work on the second half today and over the weekend, with shipment slated for early next week by exclusive carrier. 
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WBS 10 (Wiggler):

STI Optronics continues to make excellent progress on the permanent magnet wiggler. Fabrication is essentially complete.  The poles were all in place by early this week and the jaws were aligned with respect to each other to set the taper and cant.  The alignment is well within spec.  The jaws were then removed for magnet block installation.  They expect to have all magnet blocks installed by today and will start wiggler measurements next week after the wiggler is aligned to the measurement table.  The figure below is the assembled wiggler mounted on the magnet measurement assembly earlier this week before the magnet blocks were installed.  The wiggler will be measured in this configuration but installed in the horizontal field configuration.  STI Optronics knows how to compensate for ambient fields when this is done.  Congratulations due to STI Optronics for fabricating a wiggler in less than 12 weeks from the contract signing.
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WBS 11 (Optics):

Plan A is to obtain low loss 6 um optics.  
A new 6um HR was installed this week.  If the loss is equivalent to the sample we tested, the loss in this optic will be ~ 200 ppm.
Our three Plan B's had the following progress:
Cryomirror:
We have been occupied with HR mirror work, so no activities were planned.  

2.8 micron mirrors:  
3" dia OC mirrors are in fabrication.  Metrology for the mirrors in hand continues.  Mirrors checked so far meet specifications.
Scraper outcoupler: 
A requisition was placed for new substrates.  We'll have them coated with low loss coatings. 
Other activities:
Work on the HR included installation of a ~ 3 um HR mirror.  This will allow us to do calorimetry on our new cavity optics.  In the process of bonding mirrors to the deforming mechanism,we have come up with a technique that reliably allows the mirrors to be unmounted, without damaging the mirror or its coating.  These last several weeks we have been working on the LVDTs and their readbacks to lower noise and drift. The output of the drive laser precipitously dropped and we have been unsuccessful at restoring the power.  New Nd:YLF laser rods arrived today and we are preparing to install one.

A telescope was installed at the 2F06 synchrotron light monitor in order to route light to the streak camera.  The new OCMMS (HR side) viewport assembly was installed.  Michelle Shinn gave a presentation at NAVSEA Dahlgren on the status of the FEL project.

Terahertz:

With the vault being open all week, the ring was vented in the GW region where the THz extraction occurs, and the vacuum system from M1, through the V1 gate valve to the first diamond window was installed.  This was then coupled to the M2 and M3 mirror boxes.  This completes the vacuum system in the vault, and the system is shown in the photo, with Ruth Woodward, the postdoc responsible for the assembly.  In order to reach this point, bellows spreaders had to be added, and a spacer added between M2 and M3.  All of this work was carried out by Jefferson Lab personnel.  In addition, radiation control calculated the shielding requirements for the maximum credible accident, namely the electron beam striking a component directly beneath the large floor penetration.  The required shielding was placed beneath M2 and M3 and can clearly be seen in the photograph. 
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