Accelerator Status Report

Run Schedule: Jan. 3, 2011 through May 13, 2011
March 30, 2011
Injector    Energy 61.76 MeV
· (3/24) The laser spot was moved to boost up beam current. After the spot move Reza set up high current to the inline dump. 
· (3/24) Troubleshot the injector 70MHz noise. The noise was reduced.

· (3/22)  Beam Studies: checked and corrected the x-y coupling in the injector.

· (3/19) The 45MeV spectrometer mismatched. EES fixed the power supply. 
· (3/18) The Capture gradient was not stable causing beam to trip. EES replaced a 2.5W amplifier. 
Accelerator   Linac Energy 549.00 MeV
· The accelerator has been stable.

· (3/29) Trim rack SL27B18 bulk ps fault. EES replaced it. (1.73 hrs.)
· (3/26) ARC6A tripped on DC overload fault. Beam was restored quickly (0.52 hrs.)

· (3/21) VBV2L16A would not open. The trip level was adjusted to open the valve.
· (3/19) The ARC2A power supply started to be unstable. After many hours of troubleshooting it was found that the connection from the power supply to the magnets at the power supply end was loose. The loose connection made the power supply unstable, which generated a lot heat inside the power supply, and the power supply was severely damaged due to overheating. About 46 hours was lost. While troubleshooting the ARC2A some beam studies and maintenance were conducted. 
Hall A---Pass 4, E08 - 010
· The beam was good. The hall has been taking low current (< 10uA). The hall will run higher current in a couple of days. 
· The beam was fine.
Hall B ---Pass 3, Calibration of the Tagger
· Set up 3-pass beam to Hall B Tagger dump. The hall needs about 6 days to take the calibration data. So far the hall has been doing well. HDice has been delayed for a couple of weeks. The beam will be terminated Thursday (3/31) until HDice is ready.  
· The hall has been down installing a new experiment (HDice).
Hall C--- Pass 1, QWeak 
· (3/28) Monday evening there was a beam test after the vacuum work in the dump area. There are eight thermocouples attached to the flanges. The flanges are water cooled. The TCs appear to be working properly. We need to monitor the TCs while delivering beam to the hall (entry # 1576760). 
· (2/24) A beam test revealed that QTor steers beam to one o’clock direction when it is on, which is not by design.  This is most likely why there was a hot spot at one o’clock position on the flange (entry # 1576387). 

· (3/19) The vacuum in the dump area started to deteriorate and the hall has been down since. The problem is not directly beam related. The hall personnel are still investigating the problem. The radiation level has been high, which makes the investigation and repair difficult. This morning (3/23) the hall reported that they found a leak and would try to repair it today. Hopefully the hall can take beam swing shift today.
· The hall reported that their beam was good even their halo counts were higher than the limits.
