Accelerator Status Report

Run Schedule: Jan. 3, 2011 through May 13, 2011
April 13, 2011
Injector    Energy 61.76 MeV
· The injector drift is still there, which needs to be corrected with the Autosteer about once per shift. Sometimes a couple of degrees adjustment to the Pre-buncher phase can lower the Hall C Compton noise. We still do not know the root cause of the drifts. We may need develop a orbit lock to correct the drifts. 
· (4/7)  The Gun2 photocathode was heated and reactivated to maintain high current for Qweak (~10 hrs.)

· The injector has been drifting, which is indicated by the transmission drop and interception increase. 

· (4/5) The Wien flipper was flipped from “right” to “left” for Hall C. 

· (4/5) EES took out the 0L07 spectrometer power supply to work on it. The power supply failed on April 2.

· (4/3) The laser spot was move to boost up current. After the spot move the injector was not stable. The transmission of beam keeps dropping which affects the beam quality. We have been doing a good job correcting the injector drift with auto-steer. We informed the injector experts of the situation.
· (4/2) 0L07 spectrometer power supply failed. The settings and trim card of corrector MAT0L07H were modified to give more steering power to compensate for the remanent field of 0L07 spectrometer magnet.
· (3/30) The limit of the PSS BCM in the injector was adjusted from 190uA to 357uA. Thursday swing shift the highest combined current out of the injector was 190uA (40uA to A and 150uA to C), first time ever for physics. 190uA was delivered for ~70 minutes. Hall A later requested a lower current.
Accelerator   Linac Energy 549.00 MeV
· The optics is stable and the machine has been running well.
· (4/13) VBV2L22 closes sometimes.
· (4/11) Rad monitor #16 tripped off beam due to the failing probe. The faulty probe was replaced (1.7 hrs.).

·  (4/10) PSS BCM A chain dropped the BSY twice.

· (4/7) MBN3C04 misbehaved, which caused Hall C beam to jitter horizontally. The control module was replaced. If the instability happens again you can trip to lower the shunting current, which may help stabilize the shunt (0.6 hrs.).
· (4/7) Arc2A box supply caused beam to jitter in Arc 2. A lot of loose connections were tightened.

· (4/6) iocch1 unresolved, which caused the cryo level to be unstable (1.25 hrs.).

· The accelerator runs well.
· (4/5) Beam studies: Wien flip change and some other test plans. When restoring beam after the beam studies Hall C beam was a stripe seen on the hall line viewers. We found the problem was caused by MBN3C04. We lowered the shunting current by 7%, which stabilized the beam.
Hall A---Pass 4, E08 - 010
· The hall is happy. Will change to pass 3 on Friday. Hall A may request high current (up to 120 uA) this weekend.
· No issues with Hall A beam.
Hall B ---Pass 3, Calibration of the Tagger
· Down for installation of HDice. Planning to be back online (2-pass) on 25th.
· (3/31) The hall finished the Tagger Calibration runs successfully. The hall will be offline until HDice is ready. When there is a power outage during the HDice experiment, the hall needs to go into the hall right away to save its target. 
Hall C--- Pass 1, QWeak 
· The hall is happy. 
· The beam (160uA) has been good. The thermocouple read backs have been stable. The Qtor trips off periodically.
· (4/2) Moller quad MQF3M01 misbehaved and EES resolve the issue.
