Accelerator Status Report

Run Schedule: Jan. 3, 2011 through May 13, 2011
April 27, 2011
Injector    Energy 61.76 MeV
· Record high of 278uA combined current was delivered to Halls A and C.

· Injector current limits: Inline dump and 0L07 spectrometer ~274uA, FCup1 ~770uA, FCup2~160uA. The injector experts may not pay attention the FCup2 current limit when setting up the injector.
· (4/25) The laser spot was moved to maintain high current run.

· (4/20) After recovery of the CHL Hall C beam charge asymmetry was high due to a tail of the Hall C beam. The tail was from Hall C laser, which was mitigated by adjusting the laser RF gradient.
· (4/20) The laser spot was moved to maintain high current run.
· The injector is more stable now although the drift is still present.

· (4/19) Beam Studies and maintenance. Diagnostic BLM2R08 was relocated next to CW BLM0R04. This will hopefully help understand BLM activities in the injector chicane region.  
· (4/13) During the Beam Studies a Beat Frequency Modulator was installed for Hall C. After the beam studies Hall C started to take beam but there would be BCM trips when current was higher than 100uA. BCM0L02 readbacks were stable. Both 0R07 and Hall C BCMs were unstable (more than 5% peak to peak). The beam loss was large and jumpy. The BLM activities around the machine were reasonably low. So the symptoms pointed that the something between 0L02 and 0R07 may cause beam to be unstable. But nothing was found wrong between 0L02 and 0R07. Further investigation identified that the instability of Hall C laser power was the source of unstable current. The BFM was later backed out. 

Accelerator   Linac Energy 549.00 MeV
· (4/26) FOPT data showed the optics has been stable. 
· VBV2L22A has been closing and it is getting worse. There is a pinhole in the actuator bellows of the valve. It will take several hours to fix the problem. The plan is to fix it during Thursday’s beam studies.

· (4/26) Beam Studies: CASA taking optics data at Arc4 and Arc6.

·  (4/26) Set gset of 1L12-2 to zero because the cavity caused 1C12 BLM trips.

· (4/25) 2A SLM does not show beam.

· (4/25) The crate power supply for iocea3 failed and EES replaced it (2.75 hrs.).

· (4/23) Saturday morning the beam stability started to deteriorate and we could not support high current beam delivery due to the BLM trips at 0R04. During troubleshooting of the beam instability, the dispersion in the main machine was cleaned up, and the injector was checked but did not reveal anything. The symptoms we observe are similar to those in January but no one can tell what is wrong or which cavities were causing the problem. By taking one cavity offline each time we identified cavities 0L03-6 and 0L04-3. After lowering the gsets of those two cavities, we were able to resume high current to the halls. 
· (4/21) Beam Studies: Stripline BPMs and 6T Multipole Measurements. EES will give us a brief of the Stripline BPMs test.
· (4/20) The CHL tripped. The root cause is not fully understood yet. (3.65 hrs.)

· The optics has been stable.

· (4/19) Beam Studies and maintenance: 2L18 recovered; the faulty position indicator of VBV1L13A replaced; 2L04 limit switch replaced; the turbo pump at 1L11 replaced.
· (4/16) Around 1900 the storm (power glitch) caused box supplies, the CHL and the ESR to trip. The power glitch also affected the injector laser system. RF zone 2L18 was bypassed during the recovery. The machine was down for about 16 hours.
· (4/14) RF zone 2L21 was bypassed. The zone was not stable when seeing high current. The cryo group reported that they were not informed prior to bypassing the zone. Bypassing a RF zone without setting heat parameters properly will result in unstable liquid levels, which, in turn, could causes the CHL to trip.

Hall A---Pass 3, E08 - 014
· Beam was good
· (4/19) The hall will be offline for about three days to change its target.

· (4/17) The hall experienced some vacuum problems after the accelerator was recovered from the storm. The vacuum issue was not beam related. The vacuum group and Hall A quickly recovered the vacuum.
· (4/15) The hall was changed from 4-pass to 3-pass. 
Hall B ---Pass 3, Calibration of the Tagger
· Down for installation of HDice. Planning to be back online (2-pass) this weekend. The 2-pass separation was done and beam was optimized to the hall dumplette. The hot check-out without beam will be done before the weekend.
· (3/31) The hall finished the Tagger Calibration runs successfully. The hall will be offline until HDice is ready. When there is a power outage during the HDice experiment, the hall needs to go into the hall right away to save its target. 
Hall C--- Pass 1, QWeak 
· QWeak beam quality is affected by the injector drift. The correction of the injector drift is needed. So far we have been doing a good job to keep the injector under control and the hall is happy with beam.
· (4/19) Hall C started to take beam after the beam studies and beam was very good.

· (4/18) Beam was good until Saturday morning when the vacuum at the dump area deteriorated due to failure of the turbo pump. The turbo pump was replaced, the vacuum was recovered Monday.

