Repair Escalation Report
Date Report Completed: 07 Feb 2007

Author: I.T. Carlino

Maintenance Group: Acellerator OPS

Date and Time of Original Problem: 02 Feb 2007

Elog and Newts Number of Original Problem: 1356380
Problem Statement:
The original problem was a trip of the DOG2 box supply and concurrent failure of beam to propogate with sufficiently low halo counts. 
Associated Problems:
Machine was in a ½ pass configuration. Loss of DOG2 should not have affected beam in the AT line but did. When DOG box supply was restored in an attempt to return machine conditions to their original state beam still would not transport with sufficiently low halo counts. This was followed by a Hall C problem that prevented continued troubleshooting for 1.32 hours. When beam could again be sent to Hall C problems with the Saver software prevented a baseline restore from being performed. A power glitch then caused the South Linac PSS to drop to Restricted. The state of the PSS prevented access to the SL. The system indicated that magnet box supplies failed to drop, even though the box supplies dropped as they should have, preventing the door locks from being opened. PSS was power cycled, but communication with rest of system was not restored until cable connection was manupulated. When the PSS was reset and the tunnel surveyed and swept we found iocsl5, the ioc which controls the single SL zone being used, would not allow us to restore RF until it was rebooted.  Afterward beam counts were still unacceptable. Troubleshooting continued for an entire shift without an improvement, despite the effeorts of CASA and the Operations Crew.  MARC4A instabilities were discovered. The instabilities resulted in beam trips and while disruptive to the troubleshooting process seemed unrelated to the high halo count problem. The mollor quad, which had been on at a setting of zero since machine setup the first week of January, was turned off reducing halo counts.  Steering after turning the moller off reduced counts to acceptable levels temporarily. Five hours later the failure of MBC3C07V required that the moller quad be turned back on and sterring changes be backed out.
Downtime Could Have Been Reduced By:
Better diagnostics. There are no bpms in the spreader region, so proplems with orbit due to the shunts being used for the ½ pass setup cannot be seen. The ultimate problem is believed, at the present time, to be a combination of problems with the ARC4 box supply and the MBC3C07V trim card. Even though the card eventually gave a communication alarm its failure was undetected for hours. No alarm of any kind was received from ARC4. Problem was detected through the brut force work of striptooling every possible parameters in the SL to AT region in the hope something would be visible. The power glitch was only verified because System Admin contacted MCC to report UPS alarms indicative of a power glitch, MCC has no way to detect such a problem.
A new version of the Saver software was installed. Testing did not reveal the restore problems prior to the version upgrade. More extensive testing  would have found the problem.
Corrective Actions Taken:
Failure of Saver software was fixed by reverting to aprevious version. 
ARC4 T/S connections were tightened which appeard to be the cause of the instabilities. 
Trim card for MBC3C07V was replaced.

Open Action Items:
Saver was upgraded to fix a problem with Zero Posing Relative BPM positions. Backing out left this problem unresolved.
PSS W2 System A PLC main communication cable termination suspect. 

