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Strong anticorreleation between distribution and fragmentation
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Difficult to pin down the x and z dependence
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Significant evidence that pion-unfavored and kaon fragmentation 
functions are wider than pion-favored. Little sensitivity to strange.
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FIG. 2: Linear fits, calculated using Eq. (30), connecting low to high Q using C

evol

. The horizontal bars show the bin widths
in Q. The vertical bars are the errors of the Gaussian fits reported in Ref. [40]. Plot (a) is for x

bj

= 0.0295� 0.0323 and plot
(b) is for x

bj

= 0.0213 � 0.0216. The solid and open points are for positive and negative produced hadrons respectively. The
linear slopes are calculated using the largest and smallest Q

2

, Q
1

values. (See text for details.)

If x and z are held fixed, then the variation of hP 2

T i with Q can be found directly from the bT -space integrand in
Eq. (29):

�hP 2

T i(Q1

, Q
2

) ⇡ 4C
evol

ln

✓
Q

2

Q
1

◆
, (30)

where we define

�hP 2

T i(Q1

, Q
2

) = hP 2

T iQ=Q2
� hP 2

T iQ=Q1
. (31)

We will next use Eq. (30) to extract approximate bounds on C
evol

from experimental results for �hP 2

T i(Q1

, Q
2

).
The only aspect of TMD factorization that we have used so far is Eq. (27). Specifically, we have applied it to the

case of the COMPASS data for the small range of Q where the PT distribution appears to remain approximately
Gaussian even after evolution to obtain Eq. (29). We do not address at this stage the question of whether K̃(bT ;µ0

)
is governed primarily by perturbative or non-perturbative bT -dependence. While C

evol

resembles g
2

in a quadratic
approximation to gK(bT ; bmax

), here it is meant merely to approximate the collective e↵ect of all the Q-dependent
terms in the exponent of Eq. (21), in a way consistent with Eq. (27), and it should not be identified at this stage
with any specific perturbative or non-perturbative terms. Of course, perturbative contributions are not quadratic,
so the quadratic ansatz for the right side of Eq. (27) is a poor one for small bT . We will nevertheless attempt to
use it to capture the general Q-dependence of the PT -width in the vicinity of small Q variations where the data
appear from [40] to be reasonably well-described by Gaussian fits. We will further analyze the reliability of such an
approximation in the next few sections.

In a full treatment of evolution, there is also a Q dependence that a↵ects only the normalization of the cross section.
Since we are mainly interested in the variation in the width, we ignore any such contributions and focus only on the
broadening of the Gaussian shape.

IV. ESTIMATES OF C

evol

FROM UNPOLARIZED SIDIS

Evolution leads to a well-known broadening of the PT width with Q at fixed x and z. For a significant e↵ect to
be clearly observable, one must examine fixed x and z bins over su�ciently broad ranges of Q. In Ref. [40], Figs. 5

Aidala, Field, Gamberg, Rogers: arXiv:1401.2654

see also Anselmino, Boglione, Gonzalez, Melis, Prokudin, arXiv:1312.6261
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Little sensitivity to evolution

see also Anselmino, Boglione, Gonzalez, Melis, Prokudin, arXiv:1312.6261
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correction is applied to recover the 4π physical particle
yield. Corresponding efficiencies from the MC simula-
tion decrease from about 65% at z ! 0.5 and level out
around 60% at z ∼ 1.0. The behavior at z ∼ 1.0 is con-
sistent with the assumption that hadrons with z ∼ 1.0
follow the known 1+cos2 θcms distribution of fragmenting
quarks, where θcms is the scattering angle in the center-
of-mass frame. For z < 1.0, additional transverse hadron
momentum causes the cos θcms spectra to become con-
stant and efficiencies to increase. The MC description of
the cos θcms dependence in the fragmentation process is
tested with experimental data yields in a two-dimensional
z and cos θcms binning. Consistency is found within sta-
tistical uncertainties and no additional systematic un-
certainty is assigned. Statistical uncertainties on the ef-
ficiencies are propagated as systematic uncertainties on
the corrected yields.
Hard initial-state and final-state photon radiation

(ISR/FSR) processes reduce the fragmentation energy
scale

√
s/2 for both (ISR) or for one (FSR) final-state

quark. Therefore, experimentally measured yields con-
tain a variety of fragmentation scales

√
s/2. A theoret-

ical deconvolution of ISR/FSR from measured yields is
beyond the scope of this measurement. Instead, we keep
the energy scales in the measurement sample within 0.5%
of the nominal

√
s/2 in order to remain below the scale

resolution of the state-of-the-art next-to-leading order
DGLAP evolutions. Corresponding fractions of hadrons
from events with summed ISR/FSR photon energies of
less than 0.5% ×

√
s/2 are extracted from the MC sim-

ulation for each z bin. These fractions rise from 65% at
z ! 0.5 to almost 100% at maximum z due to phase-space
limitations for ISR/FSR. The fractions are applied bin-
by-bin to the measured yields to exclude particles from
events with large ISR/FSR contributions. According to
MC simulations, 35% of all events are excluded. Sys-
tematic uncertainties are assigned from the dependence
of the hadron fractions on the chosen PYTHIA MC pa-
rameter sets and from accounting for the remaining scale
variance in the sample.
Efficiencies for all applied event selections are ex-

tracted from MC simulations. Efficiencies for the
hadronic event selection are close to unity at z ∼ 0.2.
They drop rapidly at larger z since both the track mul-
tiplicity and heavy jet mass requirements disfavor events
containing tracks with z ∼ 1.0. In such events, the phase
space for additional particles and substantial remaining
transverse momentum is significantly reduced. The effi-
ciencies drop to about 60% at z ∼ 0.9 and to less than
10% for z ∼ 1.0. Conversely, efficiencies for the visible
energy requirement are above 95% at z ∼ 1.0, but drop
to about 75% for particles with z ∼ 0.2. This can be
understood from the increased likelihood for events con-
taining tracks with z ∼ 1.0 to deposit sufficient energy
in the barrel part of the detector. The measured yields
are corrected accordingly and statistical uncertainties are

propagated as systematic uncertainties on the corrected
yields. The distributions of event shape variables used in
the event selection are compared between MC and exper-
imental data. Differences in these distributions causing
variations in event selection efficiencies are assigned as
systematic uncertainties.
After all corrections, the measured yields are normal-

ized to the time-integrated luminosity of the measure-
ment sample, 68.0 fb−1, with an uncertainty of 1.4%.
The resulting final charge-integrated differential pion and
kaon cross sections dσh±/dz for h± = {π±,K±} are dis-
played in Fig. 2. All cross section values and uncertainties
are available in Ref. [19]. Combined relative statistical
and systematic uncertainties remain below 5% up to frac-
tional hadron energies z ∼ 0.65, then rise to about 15%
(pions) and 24% (kaons) at z ∼ 0.9 and reach 55% (pi-
ons) and more than 100% (kaons) at maximum z. As a
test of all applied corrections, pion and kaon charge ratios
Ri = Ni−/Ni+ are fitted with a constant. The results,
Rπ = 0.995±0.008 and RK = 1.000±0.009 (with a com-
bined statistical and systematic uncertainty), are consis-
tent with 1.0 within the extracted uncertainties and indi-
cate consistency of the performed corrections. The pre-
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FIG. 2. (color online). Final charge-integrated differential
pion (green solid boxes) and kaon (blue empty boxes) pro-
duction cross sections as a function of the fractional hadron
energy z. Statistical uncertainties are shown by error bars,
systematic uncertainties by error bands.

cision of the present measurement is systematics-limited
for all z. For z ! 0.5, the dominant systematic uncer-
tainties arise from the initial/final state radiation correc-
tion. At z ∼ 1.0, the momentum smearing, particle iden-
tification and DIF/reconstruction corrections represent
the largest contributions to the systematic uncertainties.
Figures showing different contributions to the systematic
uncertainties for the final pion and kaon cross sections are
given in Ref. [19].
The final cross sections are compared with normalized

cross section measurements from LEP and SLC experi-
ments as well as from other, lower energy e+e− experi-

Leitgab et al., PRL 111 (03), 
see talk by A. Vossen
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Errors of the order of 2% to 4%
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5

and s̄) are the same (i.e., they have the same average square transverse momenta). State-of-the-art parametrizations
of collinear PDFs have a more complex structure and introduce di↵erences between sea quarks of di↵erent flavors; we
leave this flexibility to future studies.

We include the possibility that the average square transverse momentum depends on the longitudinal fractional
momentum x. This connection can certainly be useful in fitting the data, but above all it is dictated by theoretical
considerations, in particular by Lorentz invariance. Many models predict such a connection (see, e.g., [10–19]), and
similarly do parametrizations of light-front wave functions (see, e.g., [44–46]).

We choose the following functional form for the average square transverse momentum of flavor a:
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hk̂2

?,ai, ↵, �, are free parameters. For sake of simplicity, we keep the same exponents ↵ and � for all flavors. According
to the above assumptions, we have three more parameters: hk̂2

?,ai for a = uv, dv, sea. In total, we use five di↵erent
parameters to describe all TMD PDFs. Since the present data have a limited coverage in x, we found no need of more
sophisticated choices.

As for TMD FFs, fragmentation processes in which the fragmenting parton is in the valence content of the detected
hadron are usually defined favored. Otherwise the process is classified as unfavored. The biggest di↵erence between
the two classes is the number of qq̄ pairs excited from the vacuum in order to produce the detected hadron: favored
processes involve the creation of at most one qq̄ pair. If the final hadron is a kaon, we further distinguish a favored
process initiated by a strange quark/antiquark from a favored process initiated by an up quark/antiquark.

For simplicity, we assume charge conjugation and isospin symmetries. The latter is often imposed also in the
parametrization of collinear FFs [47], but not always [48]. In practice, we consider four di↵erent Gaussian shapes:
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The last assumption is made mainly to keep the number of parameters under control, though it could be argued that
unfavored fragmentation into kaons is di↵erent from unfavored fragmentation into pions.

As for TMD PDFs, also for TMD FFs we introduce a dependence of the average square transverse momentum
on the longitudinal momentum fraction z, as done in several models or phenomenological extractions (see, e.g.,
Refs. [15, 28, 41, 49–51]). We choose the functional form
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The free parameters �, �, and � are equal for all kinds of fragmentation functions. In conclusion, we use seven di↵erent
parameters to describe all the TMD FFs.

III. ANALYSIS PROCEDURE

A. Selection of data

The Hermes collaboration collected a total of 2688 data points (336 points for each of the 8 combination of
target and final-state hadrons), with the average values of (x,Q

2) ranging from about (0.04, 1.25 GeV2) to about
(0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV  |PhT |  1 GeV. The collaboration presented two distinct data sets,
including or neglecting vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors and we ignore correlations.
We always use the average values of the kinematic variables in each bin.

Our analysis relies on the assumption that the transverse-momentum-integrated multiplicities, m

h
N (x, z,Q

2), are
well described by currently available parametrizations of collinear PDFs and FFs. However, this is not always true.
In order to identify the range of applicability of the collinear results, we compared the multiplicities as functions of
x and z with the leading-order (LO) theoretical predictions obtained using the MSTW08LO PDF set [8] and the
DSS LO FF set [48]. In the comparison, we neglected the uncertainties a↵ecting the PDFs but we included the ones

z-dependent width
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(0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV  |PhT |  1 GeV. The collaboration presented two distinct data sets,
including or neglecting vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors and we ignore correlations.
We always use the average values of the kinematic variables in each bin.
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x and z with the leading-order (LO) theoretical predictions obtained using the MSTW08LO PDF set [8] and the
DSS LO FF set [48]. In the comparison, we neglected the uncertainties a↵ecting the PDFs but we included the ones
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leave this flexibility to future studies.

We include the possibility that the average square transverse momentum depends on the longitudinal fractional
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parameters to describe all TMD PDFs. Since the present data have a limited coverage in x, we found no need of more
sophisticated choices.

As for TMD FFs, fragmentation processes in which the fragmenting parton is in the valence content of the detected
hadron are usually defined favored. Otherwise the process is classified as unfavored. The biggest di↵erence between
the two classes is the number of qq̄ pairs excited from the vacuum in order to produce the detected hadron: favored
processes involve the creation of at most one qq̄ pair. If the final hadron is a kaon, we further distinguish a favored
process initiated by a strange quark/antiquark from a favored process initiated by an up quark/antiquark.

For simplicity, we assume charge conjugation and isospin symmetries. The latter is often imposed also in the
parametrization of collinear FFs [47], but not always [48]. In practice, we consider four di↵erent Gaussian shapes:

⌦
P 2

?,u
~

⇡+

↵
=

⌦
P 2

?, ¯d
~

⇡+

↵
=

⌦
P 2

?,ū
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The last assumption is made mainly to keep the number of parameters under control, though it could be argued that
unfavored fragmentation into kaons is di↵erent from unfavored fragmentation into pions.

As for TMD PDFs, also for TMD FFs we introduce a dependence of the average square transverse momentum
on the longitudinal momentum fraction z, as done in several models or phenomenological extractions (see, e.g.,
Refs. [15, 28, 41, 49–51]). We choose the functional form
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The free parameters �, �, and � are equal for all kinds of fragmentation functions. In conclusion, we use seven di↵erent
parameters to describe all the TMD FFs.
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The Hermes collaboration collected a total of 2688 data points (336 points for each of the 8 combination of
target and final-state hadrons), with the average values of (x,Q

2) ranging from about (0.04, 1.25 GeV2) to about
(0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV  |PhT |  1 GeV. The collaboration presented two distinct data sets,
including or neglecting vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors and we ignore correlations.
We always use the average values of the kinematic variables in each bin.

Our analysis relies on the assumption that the transverse-momentum-integrated multiplicities, m
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2), are
well described by currently available parametrizations of collinear PDFs and FFs. However, this is not always true.
In order to identify the range of applicability of the collinear results, we compared the multiplicities as functions of
x and z with the leading-order (LO) theoretical predictions obtained using the MSTW08LO PDF set [8] and the
DSS LO FF set [48]. In the comparison, we neglected the uncertainties a↵ecting the PDFs but we included the ones
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(ẑ), and ẑ = 0.5. (19)

The free parameters �, �, and � are equal for all kinds of fragmentation functions. In conclusion, we use seven di↵erent
parameters to describe all the TMD FFs.

III. ANALYSIS PROCEDURE

A. Selection of data

The Hermes collaboration collected a total of 2688 data points (336 points for each of the 8 combination of
target and final-state hadrons), with the average values of (x,Q

2) ranging from about (0.04, 1.25 GeV2) to about
(0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV  |PhT |  1 GeV. The collaboration presented two distinct data sets,
including or neglecting vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors and we ignore correlations.
We always use the average values of the kinematic variables in each bin.

Our analysis relies on the assumption that the transverse-momentum-integrated multiplicities, m

h
N (x, z,Q

2), are
well described by currently available parametrizations of collinear PDFs and FFs. However, this is not always true.
In order to identify the range of applicability of the collinear results, we compared the multiplicities as functions of
x and z with the leading-order (LO) theoretical predictions obtained using the MSTW08LO PDF set [8] and the
DSS LO FF set [48]. In the comparison, we neglected the uncertainties a↵ecting the PDFs but we included the ones

5

and s̄) are the same (i.e., they have the same average square transverse momenta). State-of-the-art parametrizations
of collinear PDFs have a more complex structure and introduce di↵erences between sea quarks of di↵erent flavors; we
leave this flexibility to future studies.

We include the possibility that the average square transverse momentum depends on the longitudinal fractional
momentum x. This connection can certainly be useful in fitting the data, but above all it is dictated by theoretical
considerations, in particular by Lorentz invariance. Many models predict such a connection (see, e.g., [10–19]), and
similarly do parametrizations of light-front wave functions (see, e.g., [44–46]).

We choose the following functional form for the average square transverse momentum of flavor a:
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hk̂2

?,ai, ↵, �, are free parameters. For sake of simplicity, we keep the same exponents ↵ and � for all flavors. According
to the above assumptions, we have three more parameters: hk̂2

?,ai for a = uv, dv, sea. In total, we use five di↵erent
parameters to describe all TMD PDFs. Since the present data have a limited coverage in x, we found no need of more
sophisticated choices.

As for TMD FFs, fragmentation processes in which the fragmenting parton is in the valence content of the detected
hadron are usually defined favored. Otherwise the process is classified as unfavored. The biggest di↵erence between
the two classes is the number of qq̄ pairs excited from the vacuum in order to produce the detected hadron: favored
processes involve the creation of at most one qq̄ pair. If the final hadron is a kaon, we further distinguish a favored
process initiated by a strange quark/antiquark from a favored process initiated by an up quark/antiquark.

For simplicity, we assume charge conjugation and isospin symmetries. The latter is often imposed also in the
parametrization of collinear FFs [47], but not always [48]. In practice, we consider four di↵erent Gaussian shapes:
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The last assumption is made mainly to keep the number of parameters under control, though it could be argued that
unfavored fragmentation into kaons is di↵erent from unfavored fragmentation into pions.

As for TMD PDFs, also for TMD FFs we introduce a dependence of the average square transverse momentum
on the longitudinal momentum fraction z, as done in several models or phenomenological extractions (see, e.g.,
Refs. [15, 28, 41, 49–51]). We choose the functional form

⌦
P 2

?,a
~

h

↵
(z) =

⌦
P̂ 2

?,a
~

h

↵ (z� + �) (1� z)�
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The free parameters �, �, and � are equal for all kinds of fragmentation functions. In conclusion, we use seven di↵erent
parameters to describe all the TMD FFs.

III. ANALYSIS PROCEDURE

A. Selection of data

The Hermes collaboration collected a total of 2688 data points (336 points for each of the 8 combination of
target and final-state hadrons), with the average values of (x,Q

2) ranging from about (0.04, 1.25 GeV2) to about
(0.4, 9.2 GeV2), 0.1  z  0.9, and 0.1 GeV  |PhT |  1 GeV. The collaboration presented two distinct data sets,
including or neglecting vector meson contributions. Here, we use the data set where the vector meson contributions
have been subtracted. In all cases, we sum in quadrature statistical and systematic errors and we ignore correlations.
We always use the average values of the kinematic variables in each bin.

Our analysis relies on the assumption that the transverse-momentum-integrated multiplicities, m

h
N (x, z,Q

2), are
well described by currently available parametrizations of collinear PDFs and FFs. However, this is not always true.
In order to identify the range of applicability of the collinear results, we compared the multiplicities as functions of
x and z with the leading-order (LO) theoretical predictions obtained using the MSTW08LO PDF set [8] and the
DSS LO FF set [48]. In the comparison, we neglected the uncertainties a↵ecting the PDFs but we included the ones

z-dependent width

simplified flavor dependence

we have in total 7 free parameters for the TMD FFs
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˙
P̂ 2
?,fav

¸ ˙
P̂ 2
?,unf

¸ ˙
P̂ 2
?,sK

¸ ˙
P̂ 2
?,uK

¸
� � �

[GeV2] [GeV2] [GeV2] (random) [GeV2]

Default 0.15± 0.04 0.19± 0.04 0.19± 0.04 0.18± 0.05 1.43± 0.43 1.29± 0.95 0.17± 0.09

Q

2
> 1.6 GeV2 0.15± 0.04 0.19± 0.05 0.19± 0.04 0.18± 0.05 1.59± 0.45 1.41± 1.06 0.16± 0.10

Pions only 0.16± 0.03 0.19± 0.04 — — 1.55± 0.27 1.20± 0.63 0.15± 0.05

Flavor-indep. 0.18± 0.03 0.18± 0.03 0.18± 0.03 0.18± 0.03 1.30± 0.30 0.76± 0.40 0.22± 0.06

TABLE IV. 68% confidence intervals of best-fit parameters for TMD FFs in the di↵erent scenarios.
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FIG. 2. Distribution of the values of �

2
/d.o.f. for the default fit. On the vertical axis, the number of replicas with �

2
/d.o.f.

inside the bin. The bin width is 0.1.

Figs. 3 and 4 illustrate the agreement between our fit and the Hermes data. For each figure, the upper panels
display the results for pions (⇡� on the left and ⇡

+ on the right), the lower panels for kaons. The results show the
multiplicities m

h
N (x, z,P 2

hT , Q

2) for N = p proton and N = D deuteron targets, respectively, as functions of P 2

hT
for one selected bin hxi ⇠ 0.15 and hQ2i ⇠ 2.9 GeV2 (out of the total five x bins we used), and for four di↵erent
z bins (out of the total seven z bins we used). The lowest P 2

hT bin was excluded from the fit, as explained in
Sec.III A. The theoretical band is obtained by rejecting the largest and lowest 16% of the replicas for each P 2

hT bin.
The theoretical uncertainty is dominated by the error on the collinear fragmentation functions D

1

(z), which induces
an overall normalization uncertainty in each z bin. The di↵erent values of the fit parameters in each replica are
responsible for the slight di↵erences in the slopes of the upper and lower borders of the bands.

In Tab. III, the values of the average square transverse momenta for TMD PDFs are listed. We note that they can
range between 0.13 and 0.57 GeV2 within the 68% confidence interval.

In the left panel of Fig. 5, we compare the ratio hk2

?,dv
i/hk2

?,uv
i vs. hk2

?,seai/hk2

?,uv
i for 200 replicas. The white

box represents the point at the center of each one-dimensional 68% confidence interval of the two ratios. The shaded
area represents the two-dimensional 68% confidence region, it contains 68% of the points with the shortest distance
from the white box. Since for each flavor the x dependence of the average square transverse momenta is the same (see
Eq. (14)), these ratios are x-independent. The dashed lines correspond to the ratios being unity and divide the plane
into four quadrants. Most of the replicas are in the upper left quadrant, i.e., we have hk2

?,dv
i < hk2

?,uv
i < hk2

?,seai.
The white box shows that dv is on average about 20% narrower than uv, which is in turn about 10% narrower than
the sea. The crossing of the dashed lines corresponds to a flavor-independent distribution of transverse momenta.
This crossing point lies at the limit of the 68% confidence region. In a relevant number of replicas dv can be more
than 40% narrower than the uv, and the sea can be more than 30% wider than uv. From this fit, it seems possible
that the sea is narrower than uv, but unlikely that dv is wider than uv.

In the right panel of Fig. 5, we compare the ratio hP 2

?,unf

i/hP 2

?,favi vs. hP 2

?,uKi/hP 2

?,favi in the same conditions as
before. All points are clustered in the upper right quadrant and close to its bisectrix, i.e., we have the stable outcome
that hP 2

?,favi < hP 2

?,unf

i ⇠ hP 2

?,uKi. The width of unfavored and u ! K

+ fragmentations are about 20% larger than
the widht of favored ones.
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/d.o.f. for the default fit. On the vertical axis, the number of replicas with �

2
/d.o.f.

inside the bin. The bin width is 0.1.

Figs. 3 and 4 illustrate the agreement between our fit and the Hermes data. For each figure, the upper panels
display the results for pions (⇡� on the left and ⇡

+ on the right), the lower panels for kaons. The results show the
multiplicities m

h
N (x, z,P 2

hT , Q

2) for N = p proton and N = D deuteron targets, respectively, as functions of P 2

hT
for one selected bin hxi ⇠ 0.15 and hQ2i ⇠ 2.9 GeV2 (out of the total five x bins we used), and for four di↵erent
z bins (out of the total seven z bins we used). The lowest P 2

hT bin was excluded from the fit, as explained in
Sec.III A. The theoretical band is obtained by rejecting the largest and lowest 16% of the replicas for each P 2

hT bin.
The theoretical uncertainty is dominated by the error on the collinear fragmentation functions D

1

(z), which induces
an overall normalization uncertainty in each z bin. The di↵erent values of the fit parameters in each replica are
responsible for the slight di↵erences in the slopes of the upper and lower borders of the bands.

In Tab. III, the values of the average square transverse momenta for TMD PDFs are listed. We note that they can
range between 0.13 and 0.57 GeV2 within the 68% confidence interval.

In the left panel of Fig. 5, we compare the ratio hk2

?,dv
i/hk2

?,uv
i vs. hk2

?,seai/hk2

?,uv
i for 200 replicas. The white

box represents the point at the center of each one-dimensional 68% confidence interval of the two ratios. The shaded
area represents the two-dimensional 68% confidence region, it contains 68% of the points with the shortest distance
from the white box. Since for each flavor the x dependence of the average square transverse momenta is the same (see
Eq. (14)), these ratios are x-independent. The dashed lines correspond to the ratios being unity and divide the plane
into four quadrants. Most of the replicas are in the upper left quadrant, i.e., we have hk2

?,dv
i < hk2

?,uv
i < hk2

?,seai.
The white box shows that dv is on average about 20% narrower than uv, which is in turn about 10% narrower than
the sea. The crossing of the dashed lines corresponds to a flavor-independent distribution of transverse momenta.
This crossing point lies at the limit of the 68% confidence region. In a relevant number of replicas dv can be more
than 40% narrower than the uv, and the sea can be more than 30% wider than uv. From this fit, it seems possible
that the sea is narrower than uv, but unlikely that dv is wider than uv.

In the right panel of Fig. 5, we compare the ratio hP 2

?,unf

i/hP 2

?,favi vs. hP 2

?,uKi/hP 2

?,favi in the same conditions as
before. All points are clustered in the upper right quadrant and close to its bisectrix, i.e., we have the stable outcome
that hP 2

?,favi < hP 2

?,unf

i ⇠ hP 2

?,uKi. The width of unfavored and u ! K

+ fragmentations are about 20% larger than
the widht of favored ones.

we are not using the mean values, but the 200 replicas
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hT bin was excluded from the fit, as explained in
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hT bin.
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(z), which induces
an overall normalization uncertainty in each z bin. The di↵erent values of the fit parameters in each replica are
responsible for the slight di↵erences in the slopes of the upper and lower borders of the bands.

In Tab. III, the values of the average square transverse momenta for TMD PDFs are listed. We note that they can
range between 0.13 and 0.57 GeV2 within the 68% confidence interval.

In the left panel of Fig. 5, we compare the ratio hk2
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i vs. hk2

?,seai/hk2

?,uv
i for 200 replicas. The white

box represents the point at the center of each one-dimensional 68% confidence interval of the two ratios. The shaded
area represents the two-dimensional 68% confidence region, it contains 68% of the points with the shortest distance
from the white box. Since for each flavor the x dependence of the average square transverse momenta is the same (see
Eq. (14)), these ratios are x-independent. The dashed lines correspond to the ratios being unity and divide the plane
into four quadrants. Most of the replicas are in the upper left quadrant, i.e., we have hk2
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The white box shows that dv is on average about 20% narrower than uv, which is in turn about 10% narrower than
the sea. The crossing of the dashed lines corresponds to a flavor-independent distribution of transverse momenta.
This crossing point lies at the limit of the 68% confidence region. In a relevant number of replicas dv can be more
than 40% narrower than the uv, and the sea can be more than 30% wider than uv. From this fit, it seems possible
that the sea is narrower than uv, but unlikely that dv is wider than uv.

In the right panel of Fig. 5, we compare the ratio hP 2
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?,favi in the same conditions as
before. All points are clustered in the upper right quadrant and close to its bisectrix, i.e., we have the stable outcome
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bmax=1.5 GeV-1, g2=0.18

bmax=0.5 GeV-1, g2=0.64

bmax=1.0 GeV-1, g2=0.41

Three different choices for the evolution parameters

we are not using the mean values, but the 200 replicas
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data should constrain the nonperturbative parameters, 
especially in the high-z region
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where D
1

(z, b
T

) is defined in Eq. (3.2).

4 Flavor analysis

We now focus on the flavor sum appearing in Eqs. (3.3) and (3.4). We use only the symmetry
upon charge-conjugation transformation, i.e.

Dq!h

1

(z, b
T

) = Dq!h

1

(z, b
T

) , (4.1)

while for the moment we neglect the isospin symmetry (u
p

= d
n

) because some parametriza-
tions on the market do not systematically use it.

For the purpose of implementing a parametrization, at a starting scale Q
0

we first
separate the socalled favored fragmentation from the unfavored one by separating for each
final hadron h the valence fragmentation channel. We limit the sum to three flavors: u, d, s,
and the corresponding antiquark partners.
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Therefore, we need to consider only the e+e� ! ⇡+ jetX process and the cross
section (3.4) is built just by the two contributions defined in Eq. (4.2).
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Similarly, by C-conjugation we deduce that the h = K� channel is equal, such that
we need only to consider the process e+e� ! K+ jetX. Again, the cross section (3.4)
receives only the two contributions above defined in Eq. (4.4).
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where D
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Therefore, we need to consider only the e+e� ! ⇡+ jetX process and the cross
section (3.4) is built just by the two contributions defined in Eq. (4.2).
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Similarly, by C-conjugation we deduce that the h = K� channel is equal, such that
we need only to consider the process e+e� ! K+ jetX. Again, the cross section (3.4)
receives only the two contributions above defined in Eq. (4.4).
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where D
1

(z, b
T

) is defined in Eq. (3.2).

4 Flavor analysis

We now focus on the flavor sum appearing in Eqs. (3.3) and (3.4). We use only the symmetry
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= d
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) because some parametriza-
tions on the market do not systematically use it.
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Similarly, by C-conjugation we deduce that the h = K� channel is equal, such that
we need only to consider the process e+e� ! K+ jetX. Again, the cross section (3.4)
receives only the two contributions above defined in Eq. (4.4).
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The ratio of pions and kaons should be sensitive to flavor 
differences in the TMD FFs.
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• Electron-positron data at 100 GeV2 can be extremely valuable to 

test evolution and pin down evolution parameters

• They are needed to determine the nonperturbative 
parameters of TMD fragmentation functions

• They are useful to constrain flavor dependence of the 
TMD fragmentation functions

• Indirectly, the knowledge of TMD fragmentation functions will help 
constraining TMD distribution functions
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