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2The unexpected simplicities of hadrons

The spectra and interactions of hadrons reveal some surprising features.

These suggest that perturbation theory may be applicable even at low Q2. 

The strong interaction and confinement effects would then be limited to
an O(αs0) sector of QCD.

What if: Can such a scenario be ruled out?

A. C. Aguilar, D. Binosi, J. Papavassiliou, 
J. Rodriguez-Quintero, PRD 80 (2009) 085018

power-law type of running [48,49], given by (see the
Appendix for details)
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Notice that when q2 ! 0 one hasm2ð0Þ ¼ m2
0. A variety of

theoretical and phenomenological estimates place it in the
range m0 ¼ 350–700 MeV [1,3,36,50]. In Fig. 11 we plot
the behavior of m2ðq2Þ as given by Eq. (4.5), for the two
valuesm0 ¼ 500 MeV andm0 ¼ 600 MeV, which will be
used in the rest of this section.

On the left panel of Fig. 12, we show the results for
!PTðq2Þ when m0 ¼ 500 MeV in Eq. (4.5). The small
discrepancy between the three curves is mainly due to

the propagation of the tiny residual " dependence dis-
played by the quantity d̂ðq2Þ as shown in Fig. 9. One clearly
sees that the effective coupling !PTðq2Þ freezes out and
acquires a finite value in the IR, while in the UV it shows
the expected perturbative behavior. For m0 ¼ 500 MeV,
one gets !PTð0Þ % 0:6. One should also notice that the
choice of smaller values of m0 would not produce a mono-
tonically decreasing !PTðq2Þ; instead, one observes the
appearance of ‘‘bumps’’ in the IR region. Therefore if
one were to introduce the monotonic decrease as an addi-
tional requirement of !PTðq2Þ, this would provide a lower
bound for the possible values of m0. Finally, on the right
panel of Fig. 12, we show the effective coupling for the
case m0 ¼ 600 MeV. Now, the freezing occurs at the
slightly higher value of !PTð0Þ % 0:85. Evidently, the
freezing value !PTð0Þ increases as one goes to higher
values of m0.
An accurate fit for the running charges shown in Fig. 12

is provided by the following functional form
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with the function hðq2; m2ðq2ÞÞ given by

hðq2; m2ðq2ÞÞ ¼ $1m
2ðq2Þ þ $2

m4ðq2Þ
q2 þm2ðq2Þ : (4.7)

Our best fits to the numerical results for !PTðq2Þ using
Eq. (4.6) above are shown in Fig. 13.
Finally, we compare numerically the two effective

charges, !PTðq2Þ and !ghðq2Þ. The results are shown in

Fig. 14, where r̂ðq2Þ is compared with d̂ðq2Þ (left panel),
and !ghðq2Þ with !PTðq2Þ (right panel). As anticipated, the
curves coincide in the deep IR and UV, and differ only
slightly in the intermediate region. To produce both curves,
we have factored out a mass of m0 ¼ 500 MeV, whose

FIG. 11 (color online). The behavior of the running mass given
by Eq. (4.5) when m0 ¼ 500 MeV (black continuous line) and
m0 ¼ 600 MeV (red dashed line). In both cases we used
!QCD ¼ 300 MeV.

FIG. 12 (color online). Left panel: The running charge obtained from (2.30) using the SDE solutions for "ðq2Þ, Dðq2Þ, and 1þ
Gðq2Þ. We use a running mass given by Eq. (4.5) with m0 ¼ 500 MeV. Right panel: The same for m0 ¼ 600 MeV.
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Pinch Technique

αs may freeze

E.g.:
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Similarity of atomic and hadronic spectra

V (r) = ��

r
V (r) = c r � 4

3

�s

r
PQED: PQCD?

Adapted from presentation by J. Ritman (2005)
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Dichotomy of
Proton structure

Parton Picture Valence Picture
The hadron spectrum shows 

valence quark 
degrees of freedom only.

DIS and QFT require an
infinite # of constituents:

Sea quarks and gluons

Relativistic bound states have
multiparton Fock states

and 
a valence quark spectrum
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Okuba-Zweig-Iizuka Rule

�(1020) ! ⇡⇡⇡

�(1020) ! KK̄

ϕ π
π
π

u
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_
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_
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ϕ
s
s
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_

K
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K
_

“Connected diagram”

ΔE

26 MeV

Br

610 MeV“Disconnected diagram”

String breaking caused by confining potential

Perturbative gluon contributions are suppressed, even at low Q2
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W. Melnitchouk et al, Phys. Rep. 406 (2005) 127

Resonance contributions 
ep → eN*

build DIS scaling in 
ep → eX

Bloom-Gilman Duality

Q2 ≈ 4.5

ξ≈xB

Q2 ≈ 0.5
Jlab Hall C

Δ, S11xBN

γ* Q2

Hadron wave functions describe  ultra-relativistic (plane wave) partons.

We must consider bound states in an arbitrary frame.
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HQED(A = 0) =

Z
d3x ̄(�ir · � + 1

2e�
0Â0 +m) 

The Coulomb potential A0 may be expressed in terms of the electron fields,

�r2Â0(t,x) = e †(t,x) (t,x) ⇒ Â0(t,x) =

Z
d3y

e

4⇡|x� y| 
† (t,y)

In the rest frame we may neglect A (at lowest order in α).
The Hamiltonian can then be expressed in terms of the fermion fields only:

An e+e– state at rest can be expressed as
��e+e�, t

↵
=

Z
d3x1 d

3
x2  ̄↵(t,x1)�↵�(x1 � x2) �(t,x2) |0i

where Φαβ(x1 – x2) is a 4 x 4 c-numbered, equal-time wave function.
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Positronium from QED (cont.)

Denoting the binding energy by Eb the positronium state satisfies

HQED

��e+e�, t
↵
= (2m+ Eb)

��e+e�, t
↵

�
 †
↵(t,x), �(t,y)

 
= �↵��

3(x� y)Using this gives the BSE for Φ(x1– x2)

ir ·
�
�0

�,�(x)
 
+m

⇥
�0,�(x)

⇤
=
⇥
2m+ Eb � V (x)

⇤
�(x)

� =


�11 �12

�21 �22

�
Writing the wave function in 2 x 2 block form:

and taking the non-relativistic limit as in the Dirac equation,

m = O �
↵0

�
r = O (↵) Eb, V = O �

↵2
�

✓
�r2

m
+ V

◆
�12 = Eb�12we find the Schrödinger equation:



9Positronium at relativistic CM momentum
For Positronium in motion wave functions defined at equal time t (IF) 
differ from the frame independent, equal LF time x+ = t+z  wave functions.

The IF wf’s are (classically) expected to Lorentz contract. 
In QFT their boost dependence is non-trivial (dynamical).

Coulomb (A0) exchange dominates the kernel only in the rest frame,  P = 0.
When P ≠ 0 also transverse photon exchange contributes:

M. Järvinen, hep-ph/0411208

+ +A0
A⊥

A⊥
A0⇒

P = 0 P ≠ 0

e+

e–

Positronium in motion is thus described by two ET Fock states:

|Pos., P = 0i = �0

��
e

+
e

�↵+ ��

��
e

+
e

�
�

↵

Positronium in the P → ∞  frame might serve as a model for LF spin effects.
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Similarly to Positronium, 
define the Dirac state as 

H(t) =

Z
d3x †(t,x)

⇥
� ir · �0� + eA0

Z(x) +m�0
⇤
 (t,x)

The QED Hamiltonian for a fixed external field A0Z is

(�ir · �0
� + eA0

Z +m�0) (x) = M (x) Dirac eq. for Ψ

This required:

c-numbered spinor

⇒

|M, ti =
Z

d3x †(t,x) (x)|0i

H|M, ti =
Z

d3x
⇥
H, †(t,x)

⇤
 (x)|0i = M |M, ti

H|0i = 0 No pair production in vacuum!

Nevertheless: The Dirac state contains e+e– pairs (cf. Klein paradox)
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time

Crossed, instantaneous Coulomb 
exchange corresponds to intermediate 
states with particle pairs.

The infinite number of pairs is described by a single electron wave function.

time

=

⇒

Dirac equation from Feynman diagrams

For states with M > 0 the iε prescription at the p0 < 0 pole of the electron 
propagator is irrelevant: We may use retarded boundary conditions  |0〉R

SR(p
0,p) = i

/p+me

(p0 � Ep + i")(p0 + Ep + i")
Also p0 < 0 components  
move forward in time

•  Only single electron intermediate states: H|0iR = 0

•  Ψ†Ψ(x) is an inclusive particle density.

!
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12Dirac vs. Schrödinger wf’s in D=1+1

V=2m
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Representing the Dirac matrices as 2x2 Pauli matrices, the Dirac eq. is:

The wf’s φ(x), χ(x) are given by 1F1-functions. For large m, they approach
the Schrödinger wf’s in the region of x where V(x) << m.
Pair contributions are manifest for 

Its normalizability for the
V(r) = –α/r potential in D=3+1
is an exception.

For polynomial potentials the 
Dirac wave function is not 
normalizable, and the mass 
spectrum M is continuous.

V (x) = 1
2e

2|x| � 2m

⇥
� i�1⌅x + 1

2e
2|x|+m�3

⇤  ⇤(x)
⇥(x)

�
= M


⇤(x)
⇥(x)

�
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The Dirac Electron in Simple Fields*

By MILTON S. PLESSET

Sloane. Physics Laboratory, Yale University

(Received June 6, 1932)

The relativity wave equations for the Dirac electron are transformed in a

simple manner into a symmetric canonical form. This canonical form makes readily

possible the investigation of the characteristics of the solutions of these relativity

equations for simple potential fields. If' the potential is a polynomial of any degree

in x, a continuous energy spectrum characterizes the solutions. If the potential is a

polynomial of any degree in 1/x, the solutions possess a continuous energy spectrum

when the energy is numerically greater than the rest-energy of the electron; values

of the energy numerically less than the rest-energy are barred. When the potential

is a polynomial of any degree in r, all values of the energy are allowed. For poten-
tials which are polynomials in 1/r of degree higher than the first, the energy spec-

trum is again continuous. The quantization arising for the Coulomb potential is an

exceptional case.

'N HIS treatment of the reflection of the relativity electron at a potential
-- jump Klein' found a paradoxical behavior of the Dirac electron associ-

ated with the possibility of the existence of states of negative kinetic energy.

He showed by an ingenious treatment that the reflection coefficient for elec-

trons incident upon a discontinuous potential jump of height P varied with

P from the value zero for P =0 to the value unity for P = W—mc' (W being

the energy of the incident electrons). For this last value of P the momentum
P associated with the transmitted beam had the value zero, and as I' was
increased beyond t/t' —nsc' this momentum became imaginary and the reHec-

tion coefficient remained unity until I' attained the value t/t/'+mc'. The re-

sults thus far are exactly what would be expected. If I' is increased further

one enters the domain of negative kinetic energy wherein the group velocity

and the momentum in the transmitted beam are oppositely directed; also the

reflection coefficient falls off from the value unity and approaches the value

(W—cp)/(W+cp) as P is indefinitely increased. Thus by a transition to a

state of negative kinetic energy the Dirac electron has apparently an appreci-

able probability of penetrating a barrier of infinite height. Bohr suggested
that this peculiar result might be due to a jump in potential of the order of
mc' over a region of the order of the Compton wa've-length k/mc. It is within
a region of the order of h/mc ths. t the internal structure of the Dirac electron

and the accompanying "trembling" phenomenon' manifests itself. This

supposition of Bohr was verified by Sauter' who treated the problem of the

* The results of this paper were presented at the Washington meeting of the American

Physical Society (April, 1932).
' O. Klein, Zeits. f. Physik 53, 157 (1929).
' E. Schrodinger, Preuss. Akad. Wiss. Berlin, Ber. 24, 418 (1930).
3 F. Sauter, Zeits. f. Physik 69, 742 (1931).
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of the distribution at low xBj is attributed to ff̄ pairs, indicating again
the inclusive nature of the wave functions obtained with retarded boundary
conditions.
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We expect a constant particle density
for the (virtual) pairs created 
by a linear potential.

π

π

π

π

Constant particle density for x → ∞

 (x ! 1) ⇠ exp(±ix

2
/4)  † (x ! 1) ⇠ const.⇒

q

q–

γ*

I first consider D = 1+1 dimensions, where the Coulomb potential is linear.
In contrast to the Dirac states, we can define momentum eigenstates,
and they are found to have discrete mass spectra.

The above approach allows also to discuss 
relativistic e+ e– bound states (without an external potential)
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A state with two fermions of energy E and momentum P1 = P :

f f bound states in D=1+1
-

|E,P ⇥ =
Z

dx1dx2 �̄(t, x1) exp
⇥
1
2 iP (x1 + x2)

⇤
�(x1 � x2)�(t, x2)|0⇥

P̂ 1|E,P � = P |E,P � Bound state has momentum P  (by construction)

P̂ 0|E,P � = E|E,P �

With 

Gives bound state equation for Φ(x) :

V (x) = 1
2e2|x|where and �0 = �3, �1 = i�2, �0�1 = �1

i⇥
x

{�1,�(x)}+
⇥
� 1

2P�1 +m�3,�(x)
⇤
=

⇥
E � V (x)

⇤
�(x)

Here the CM momentum P is a parameter, thus E and Φ depend on P .

P̂µ|0i = 0, these are eigenstates of the translation generators:
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It is essential and non-trivial that the state is covariant under boosts:

|E + d�P, P + d�E⇥ = (1� id�M̂01)|E,P ⇥

This holds only for a linear potential and ensures that E(P ) =
p

P 2 +M2

The P-dependence of  the wave function Φ can be explicitly given:

where and tanh � = � P

E � V

Boost covariance

M 01 is the QED2 
boost generator

The correct dependence E(P) also holds in D = 3+1, for the linear potential.

dx = � d�

E � V (x)

�P (�) = e�0�1⇣/2�(P=0)(�)e��0�1⇣/2
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Solutions of the bound state equation (D=1+1, m1=m2)

where the “kinetic 2-momentum” is

⇧2 ⌘ � ⌘ (E � V )2 � P 2 = M2 � 2EV + V 2

Expanding the 2x2 wave function as  Φ = Φ0+σ1Φ1+σ2Φ2+σ3Φ3 the bound 
state equation reduces to two coupled, frame-independent equations:

�2i@��1(�) = �0(�) �2i@��0(�) =


1� 4m2

�

�
�1(�)

with the general solution

�1(�) = � e�i�/2
⇥
a 1F1(1� im2, 2, i�) + b U(1� im2, 2, i�)

⇤

For a linear V(x) the “invariant length”

and thus

If b ≠ 0 the wf Φ is singular at σ = 0. Requiring b = 0 the spectrum is discrete.
Note: This constraint only applies for m ≠ 0. 

� = ⇧2

⇧µ(x) ⌘ (P � eA)µ = (E � V (x), P )
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Some numerical results

Nearly non-relativistic case: m = 4.0e
Schrödinger (Airy fn.) wf. ρ(x).

Oscillations for V(x) > 2m 
reflect virtual pair production

In the limit of small 
fermion mass m: M2

n = ⇡n+O �
m2

�
; n = 0, 1, 2, . . .

Parity =                    No parity doublets for m ≠ 0(�1)n+1
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Infinite Momentum Frame (IMF)

The wf is frame invariant as fn of  σ = (E–V)2-P2. Since V(x) = ½|x| :

30

when the wave function is expressed in terms of the separation x between the fermions. Corresponding to each �
there are two values of x,

x = 2
⇣

E ±
p

P 2 + �
⌘

(5.42)

The wave functions are defined for x � 0 by the bound state equation (5.5) and for x  0 by their parity (5.33).
Continuity at x = 0 is imposed through (5.34), which by (5.35) determines the bound state mass M through the zeros
of �1 or its derivative at � = �0 = M2.

In the rest frame (5.42) reads

x = 2(M ±
p
�) (P = 0) (5.43)

so � = �0 corresponds to x = 0 and x = 4M . As � decreases (� < �0) the two solutions approach each other and
meet for � = 0 at x = 2M . This accounts for the mirror symmetry of the wave function in Fig. 15 for 0  x  4M .
For � > �0 only the upper sign in (5.42) gives x > 0. This solution corresponds to the large x region with oscillations
in Fig. 15.
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FIG. 17: (a) The density |�0|2 + |�1|2 as a function of the dis-
tance x between the constituents for the ground state (M =
3.15, solid red line) and for an excited state (M = 5.11, dashed
blue line). The constituent masses are m1 = 1.0 and m2 = 1.5.
(b) The densities in (a) plotted in the case of nonvanishing
center-of-mass momentum, P = 5.0. The densities are sym-
metric under x ! �x and normalized to unity at x = 0.

At large P , in the Infinite Momentum Frame (IMF),
the relation (5.42) becomes (for |�| ⌧ P )

x ' 2(E ± P )± �

P
'

(

4P + �/P

(M2 � �)/P
(P ! 1)

(5.44)
As � decreases from �0 the lower sign gives a Lorentz-
contracted wave function, as expected for an equal-
time state. The upper sign gives an asymptotically
large x ' 4P . The separation of these two parts of
the wave function with increasing P is illustrated in
Fig. 17.

Figs. 15 and 17 indicate that the oscillations at large
x reflect pair production, which in time-ordered per-
turbation theory occurs via Z-diagrams such as in
Fig. 12a. With increasing CM momentum P the energy required to create the pair increases due to the boost of
its momentum. This qualitatively explains why V (x) / P in the region of pair fluctuations. The large separations
x are allowed by the uncertainty principle due to the time dilation of the virtual pair life-time, and are required for
Lorentz covariance.

In the P ! 1 limit the term / /⇧
†
= (E � V )�0 + P�1 in (5.9) gives the leading contribution to � when � is fixed.

Retaining only the Lorentz contracting part of the wave function (x / 1/P , the lower solution in (5.44)) the IMF
wave function is

�
IMF

(�) = 2amP�+e�i�/2
1F1(1� im2, 2, i�) (�+ = �0 + �1) (5.45)

where � ' M2 � P |x|. In the � ! 1 limit �
IMF

is suppressed by 1/� compared to the limit (5.39) of the complete
solution. Hence the oscillations at large x are suppressed and the normalization integral

R

dx |�
IMF

|2 is finite. The
P ! 1 (IMF) and |x| ! 1 limits do not commute.

6. Gauge covariance

The state (5.1) involves fermion fields at points separated in space (x1 and x2) which are not connected by a gauge field
exponential (Wilson line). In order for the state to be invariant under gauge transformations we need to transform
the wave function �(x1�x2) accordingly. Here we only consider time-independent gauge transformations, to preserve
our formulation of bound states defined at equal time.

In a space dependent gauge transformation

 (t = 0, x) ! U(x) (t = 0, x)  ̄(t = 0, x) !  ̄(t = 0, x)U †(x) (5.46)

where U(x) is a phase in a U(1) gauge theory and a 3 ⇥ 3 color matrix in QCD. In the new gauge the state (5.1) is
described by the wave function

�
U

(x1, x2) ⌘ U †(x1)�(x1 � x2)U(x2) (5.47)

Standard atomic wave functions in QED have the same gauge dependence.

For P → ∞ at fixed σ: 
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when the wave function is expressed in terms of the separation x between the fermions. Corresponding to each �
there are two values of x,

x = 2
⇣

E ±
p

P 2 + �
⌘

(5.42)

The wave functions are defined for x � 0 by the bound state equation (5.5) and for x  0 by their parity (5.33).
Continuity at x = 0 is imposed through (5.34), which by (5.35) determines the bound state mass M through the zeros
of �1 or its derivative at � = �0 = M2.

In the rest frame (5.42) reads

x = 2(M ±
p
�) (P = 0) (5.43)

so � = �0 corresponds to x = 0 and x = 4M . As � decreases (� < �0) the two solutions approach each other and
meet for � = 0 at x = 2M . This accounts for the mirror symmetry of the wave function in Fig. 15 for 0  x  4M .
For � > �0 only the upper sign in (5.42) gives x > 0. This solution corresponds to the large x region with oscillations
in Fig. 15.
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At large P , in the Infinite Momentum Frame (IMF),
the relation (5.42) becomes (for |�| ⌧ P )

x ' 2(E ± P )± �

P
'

(

4P + �/P

(M2 � �)/P
(P ! 1)

(5.44)
As � decreases from �0 the lower sign gives a Lorentz-
contracted wave function, as expected for an equal-
time state. The upper sign gives an asymptotically
large x ' 4P . The separation of these two parts of
the wave function with increasing P is illustrated in
Fig. 17.

Figs. 15 and 17 indicate that the oscillations at large
x reflect pair production, which in time-ordered per-
turbation theory occurs via Z-diagrams such as in
Fig. 12a. With increasing CM momentum P the energy required to create the pair increases due to the boost of
its momentum. This qualitatively explains why V (x) / P in the region of pair fluctuations. The large separations
x are allowed by the uncertainty principle due to the time dilation of the virtual pair life-time, and are required for
Lorentz covariance.

In the P ! 1 limit the term / /⇧
†
= (E � V )�0 + P�1 in (5.9) gives the leading contribution to � when � is fixed.

Retaining only the Lorentz contracting part of the wave function (x / 1/P , the lower solution in (5.44)) the IMF
wave function is

�
IMF

(�) = 2amP�+e�i�/2
1F1(1� im2, 2, i�) (�+ = �0 + �1) (5.45)

where � ' M2 � P |x|. In the � ! 1 limit �
IMF

is suppressed by 1/� compared to the limit (5.39) of the complete
solution. Hence the oscillations at large x are suppressed and the normalization integral

R

dx |�
IMF

|2 is finite. The
P ! 1 (IMF) and |x| ! 1 limits do not commute.

6. Gauge covariance

The state (5.1) involves fermion fields at points separated in space (x1 and x2) which are not connected by a gauge field
exponential (Wilson line). In order for the state to be invariant under gauge transformations we need to transform
the wave function �(x1�x2) accordingly. Here we only consider time-independent gauge transformations, to preserve
our formulation of bound states defined at equal time.

In a space dependent gauge transformation

 (t = 0, x) ! U(x) (t = 0, x)  ̄(t = 0, x) !  ̄(t = 0, x)U †(x) (5.46)

where U(x) is a phase in a U(1) gauge theory and a 3 ⇥ 3 color matrix in QCD. In the new gauge the state (5.1) is
described by the wave function

�
U

(x1, x2) ⌘ U †(x1)�(x1 � x2)U(x2) (5.47)

Standard atomic wave functions in QED have the same gauge dependence.

Upper solution: x ≈ 4P → ∞  Pair production moves to infinite x.

Lower solution: x ∝ 1/P         Lorentz-contracted “valence” region.
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where the loop momentum k could be ignored compared to M since the loop integral converges. The same result is
obtained for the crossed ladder diagram in Fig. 11(b). The denominators (p

M

+k)2�M2+i" and (p
M

�k+q)2�M2+i"
contribute, respectively,

1
�

M + k0 �
p

M2 + k

2 + i"
��

M + k0 +
p

M2 + k

2 � i"
�

' 1

2M

1

k0 + i"

1
�

M � k0 + q0 �
p

M2 + (k � q)2 + i"
��

M � k0 + q0 +
p

M2 + (k � q)2 � i"
�

' 1

2M

1

�k0 + i"
(3.7)

The other factors of the two diagrams in Fig. 11 are identical, so we may add these terms, giving �2⇡i�(k0)/2M .
The sum of the diagrams is thus

T2 = 2M ū(p� q)

Z

d3k

(2⇡)3

h

(�ie�0)(ieZ)
i

k

2 i
/p� /k +m

(p� k)2 �m2 + i"
(�ie�0)(ieZ)

i

(k � q)2

i

u(p) (3.8)

The expression (3.5) for single photon exchange and that of (3.8) for two-photon exchange describe scattering from a
time-independent external charge �eZ. The analysis can be generalized to any number of photon exchanges, provided
all crossed photon diagrams are included: n! diagrams must be added for n-photon exchange. The result (with the
factor 2M and the spinors ū(p� q) and u(p) removed) is of the form

/V
Z

+ /V
Z

S /V
Z

+ . . . = /V
Z

1

1� S /V
Z

= /V
Z

S�1 1

S�1 � /V
Z

(3.9)

where the products involve 3-momentum convolutions, S is the free Dirac propagator and /V
Z

= �0V
Z

is given by the
external potential (3.2) (in momentum space). Bound state poles can occur when

S�1 � �0V
Z

= 0 (3.10)

which implies the Dirac equation (3.3) for states that are stationary in time.

Just as for positronium, bound state poles in the scattering amplitude arise not from any single Feynman diagram
but from the divergence of their sum. With each additional photon exchange there are more photons which cross each
other. A standard Bethe-Salpeter approach (cf. (2.19)) is based on iterating a kernel K. In a kernel of O (↵n) one
photon can cross at most n� 1 others. This means that the Dirac equation, which requires any number of crossings,
cannot be obtained from the usual Bethe-Salpeter equation with a kernel of finite order.

(a) (b)

FIG. 12: (a) Time-ordered version of Fig. 11(b) (time is running
from left to right). The dashed line indicates an intermediate
time with an additional e+e� pair. If the dashed line is viewed
as a unitarity cut the diagram represents the product of two
scatterings with pair creation/annihilation. (b) Squaring the
pair production amplitude in (a) gives a loop diagram.

Coulomb photon exchanges are instantaneous in time.
When a crossed photon diagram like Fig. 11(b) is time-
ordered it turns into the diagram of Fig. 12(a). At the
intermediate time indicated by the dashed line there is
an extra e+e� pair. Higher order diagrams contribute
several pairs, so a relativistic bound state must have
Fock components with any number of pairs. Thus the
Dirac wave function should not be thought of as a sin-
gle particle wave function, as known already from the
Klein paradox [24]. Even though  (x) has the de-
grees of freedom of a single particle it describes the
spectrum of a relativistic state with many constituents.
This is similar to hadrons, whose quantum numbers are
found to be given by their valence quarks, even though
hadrons have a sea of qq̄ pairs.

Ladder diagrams like those in Fig. 11 which build the Dirac states are distinguished by being of leading order in ↵Z.
Loop corrections on the electron and photon propagators are O (↵) and neglected. However, a loop correction on the
target line (Fig. 12(b)) is of leading order in ↵Z. It factorizes from the electron scattering dynamics since a photon
exchange between the loop and the electron would be of O (↵). Such target corrections nevertheless a↵ect the Dirac
wave function via interference e↵ects. If the amplitude on the left side of the dashed line in Fig. 12(a) is squared it
gives both diagram (a) and the loop diagram (b): Once an e+e� pair is created the state has two electrons which are
indistinguishable and interfere.

As shown by Weinberg [22], regardless of its interpretation the Dirac wave function should be normalized to unity
when the normalization integral converges. In section III C we shall see that the normalization integral does not
converge in D = 1 + 1 dimensions, where the QED2 potential is linear. The norm of the wave function tends to a
constant at large distances from the source, reflecting abundant pair fluctuations in the strong potential.

Perturbatively: “Z-diagrams” get infinite
energy (k → ∞) in the P → ∞ limit.

This seems related to H|0⟩ = 0 in LF quantization.

P

k

Explicitly: �P!1(�) = 2amP�+e�i�/2
1F1(1� im2, 2, i�)
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Frame (P) dependence of the solutions ( m1≠m2)

m1=1.0e        m2=1.5e

Comparison of ground and excited state wave functions
for P=0 (CM frame) and for P = 5e.

  Moves away in IMF (P → ∞ limit)

Note: In the IMF limit, only the normalizable, low x part of the wf remains.
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Quark - Hadron duality 

n0 z ≈
P

k–P

k

The wave functions of highly excited (large mass M) bound states can be 
normalized by comparison with free parton loop contributions to current 
propagators. All currents give consistent results.

|Φ0(x=0)|2 = |Φ1(x=0)|2 = π/2⇒

Consistency with Bloom-Gilman duality: 

At large M, and for V(x) << M, 
the wave function reduces to a free ff pair 
with momenta k = ±M/2 (in the CM).

Δ, S11xBN

γ* Q2

B-G Duality
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D. Form factor and parton distribution

1. Electromagnetic form factor

The Poincaré covariance of the bound states (5.1) allows to include them as in and out states of scattering processes.
Let us consider the electromagnetic form factor15

Fµ

AB

(z) = hB(P
B

); t = +1|jµ(z) |A(P
A

); t = �1i = ei(PB�PA)·zhB(P
B

); t = 0|jµ(0) |A(P
A

); t = 0i (5.48)

where the electromagnetic current

jµ(z) =  ̄(z)�µ (z) = eiP̂ ·zjµ(0)e�iP̂ ·z (5.49)

was shifted to the origin using translation invariance. We also translated the states |Ai and hB| to the common time
t = 0, ignoring an irrelevant overall phase.

Using the equal-time anticommutation relations between the fields gives, with jµ |0i = 0,

Fµ

AB

(z) = ei(PB�PA)·z
Z

dx1dx2dy1dy2e
i(x1+x2)P

1
A/2�i(y1+y2)P

1
B/2

⇥ h0| †(0, y2)�
†
B

(y1 � y2)�
0 (0, y1)

⇥

 ̄(0, 0)�µ (0, 0)
⇤

 ̄(0, x1)�A

(x1 � x2) (0, x2) |0i (5.50)

= ei(PB�PA)·z
Z 1

�1
dx ei(P

1
B�P

1
A)x/2

n

Tr
⇥

�†
B

(x)�µ�0�
A

(x)
⇤

� ⌘
A

⌘
B

Tr
⇥

�
B

(x)�0�µ�†
A

(x)
⇤

o

(5.51)

In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).

The invariance of Fµ

AB

(z) under gauge transformations follows by using the property (5.47) of the wave functions in
(5.51). Consequently we must have

G
AB

(z) ⌘ @
µ

Fµ

AB

(z) = 0 (5.52)

This implies that the form factor in D = 1 + 1 can be expressed as

Fµ

AB

(q) ⌘
Z

d2zFµ

AB

(z)e�iq·z = (2⇡)2�2(P
B

� P
A

� q)"µ⌫q
⌫

F
AB

(Q2) (5.53)

where Q2 = �q2 and "µ⌫ is the anti-symmetric tensor with "01 = 1. Solving this for F
AB

(Q2) with µ = 0, using
Eq. (5.51) for the left-hand side and the expression (5.9) for � we obtain

F
AB

(Q2) = �4i
1� ⌘

A

⌘
B

q1

Z 1

0
dx sin

⇣q1x

2

⌘h

�⇤
0B(x)�0A(x) + �⇤

1B(x)�1A(x)
⇣

1 +
4m2

�
A

�
B

⇧̃
A

·⇧
B

⌘i

(5.54)

where ⇧̃ = (E � V,�P 1). According to the asymptotic behavior (5.39) of the wave functions the leading term for
x ! 1 in the square bracket of (5.54) is / cos

⇥

1
2 (�B � �

A

)
⇤

= cos
⇥

1
2 (M

2
B

�M2
A

)� 1
2x(EB

�E
A

)
⇤

. The integral may
thus be regulated similarly to plane waves, and F

AB

(Q2) is well defined.

2. Gauge invariance of the form factor

It is instructive to verify the consequence (5.52) of gauge invariance explicitly. The contribution of the first trace in
(5.51) to G is

G
(1)
AB

(0) = i

Z

dx ei(P
1
B�P

1
A)x/2 Tr

⇥

�†
B

(x)(/P
B

� /P
A

)�0�
A

(x)
⇤

. (5.55)

15 In the following P = (E,P

1) denotes the 2-momentum.
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D. Form factor and parton distribution

1. Electromagnetic form factor

The Poincaré covariance of the bound states (5.1) allows to include them as in and out states of scattering processes.
Let us consider the electromagnetic form factor15

Fµ

AB

(z) = hB(P
B

); t = +1|jµ(z) |A(P
A

); t = �1i = ei(PB�PA)·zhB(P
B

); t = 0|jµ(0) |A(P
A

); t = 0i (5.48)
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In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).
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1. Electromagnetic form factor

The Poincaré covariance of the bound states (5.1) allows to include them as in and out states of scattering processes.
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In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).
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In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).

The invariance of Fµ

AB

(z) under gauge transformations follows by using the property (5.47) of the wave functions in
(5.51). Consequently we must have

G
AB

(z) ⌘ @
µ

Fµ

AB

(z) = 0 (5.52)

This implies that the form factor in D = 1 + 1 can be expressed as

Fµ

AB

(q) ⌘
Z

d2zFµ

AB

(z)e�iq·z = (2⇡)2�2(P
B

� P
A

� q)"µ⌫q
⌫

F
AB

(Q2) (5.53)

where Q2 = �q2 and "µ⌫ is the anti-symmetric tensor with "01 = 1. Solving this for F
AB

(Q2) with µ = 0, using
Eq. (5.51) for the left-hand side and the expression (5.9) for � we obtain

F
AB

(Q2) = �4i
1� ⌘

A

⌘
B

q1

Z 1

0
dx sin

⇣q1x

2

⌘h

�⇤
0B(x)�0A(x) + �⇤

1B(x)�1A(x)
⇣

1 +
4m2

�
A

�
B

⇧̃
A

·⇧
B

⌘i

(5.54)

where ⇧̃ = (E � V,�P 1). According to the asymptotic behavior (5.39) of the wave functions the leading term for
x ! 1 in the square bracket of (5.54) is / cos

⇥

1
2 (�B � �

A

)
⇤

= cos
⇥

1
2 (M

2
B

�M2
A

)� 1
2x(EB

�E
A

)
⇤

. The integral may
thus be regulated similarly to plane waves, and F

AB

(Q2) is well defined.

2. Gauge invariance of the form factor
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1. Electromagnetic form factor

The Poincaré covariance of the bound states (5.1) allows to include them as in and out states of scattering processes.
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where the electromagnetic current

jµ(z) =  ̄(z)�µ (z) = eiP̂ ·zjµ(0)e�iP̂ ·z (5.49)

was shifted to the origin using translation invariance. We also translated the states |Ai and hB| to the common time
t = 0, ignoring an irrelevant overall phase.

Using the equal-time anticommutation relations between the fields gives, with jµ |0i = 0,

Fµ

AB

(z) = ei(PB�PA)·z
Z

dx1dx2dy1dy2e
i(x1+x2)P

1
A/2�i(y1+y2)P

1
B/2

⇥ h0| †(0, y2)�
†
B

(y1 � y2)�
0 (0, y1)

⇥

 ̄(0, 0)�µ (0, 0)
⇤

 ̄(0, x1)�A

(x1 � x2) (0, x2) |0i (5.50)

= ei(PB�PA)·z
Z 1

�1
dx ei(P

1
B�P

1
A)x/2

n

Tr
⇥

�†
B

(x)�µ�0�
A

(x)
⇤

� ⌘
A

⌘
B

Tr
⇥

�
B

(x)�0�µ�†
A

(x)
⇤

o

(5.51)

In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).
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15 In the following P = (E,P
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1. Electromagnetic form factor

The Poincaré covariance of the bound states (5.1) allows to include them as in and out states of scattering processes.
Let us consider the electromagnetic form factor15
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where the electromagnetic current

jµ(z) =  ̄(z)�µ (z) = eiP̂ ·zjµ(0)e�iP̂ ·z (5.49)

was shifted to the origin using translation invariance. We also translated the states |Ai and hB| to the common time
t = 0, ignoring an irrelevant overall phase.

Using the equal-time anticommutation relations between the fields gives, with jµ |0i = 0,
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In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).
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1. Electromagnetic form factor

The Poincaré covariance of the bound states (5.1) allows to include them as in and out states of scattering processes.
Let us consider the electromagnetic form factor15
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jµ(z) =  ̄(z)�µ (z) = eiP̂ ·zjµ(0)e�iP̂ ·z (5.49)

was shifted to the origin using translation invariance. We also translated the states |Ai and hB| to the common time
t = 0, ignoring an irrelevant overall phase.
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In the second term of (5.51) we used the parity relation �(�x) = ⌘�⇤(x) which follows from (5.33).
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(5.51) to G is
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15 In the following P = (E,P

1) denotes the 2-momentum.

×

The invariant form factor is frame independent (was checked numerically):

(also in D = 3+1)
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bound state B of large mass M2
B

= Q2
�

1/x
Bj

� 1
�

describes the inclusive final state according to Bloom-Gilman
duality [34]. In section VC4 we noted the simple description (5.41) of highly excited states in terms of nearly free
partons. This allowed us to determine the normalization of the wave functions using the duality relation shown in
Fig. 16.

Transcribing the usual relation between the DIS cross section and the parton distribution f(x
Bj

) to D = 1 + 1
dimensions we find [26]

f(x
Bj

) =
1

8⇡m2
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x
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AB

(Q2)|2 (5.63)

In the Breit frame, defined by q = (0,�Q), the bound state momenta are

P
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=
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(1, 1), P
B

=
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(1, 1� 2x
Bj
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The dominant contribution to the form factor F
AB

(Q2) in (5.54) is found to come from fermion separations x / 1/Q.
In terms of the scaling variable v = xQ/2,
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Making use of the asymptotic expressions (5.39) for �
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) in the Q2 ! 1 limit the form factor (5.54) becomes
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FIG. 18: The parton distribution of the positive parity ground state A, numerically evaluated for fermion mass m = 0.1 e using
(5.63) and (5.66). The distribution is shown on a linear scale in x

Bj

on the left and on a logarithmic scale on the right. The
dashed red curves show an analytic calculation of f(x

Bj

) valid for small x
Bj

, which neglects terms of O �
x

2
Bj

�
.

The parton distribution of the ground state A shown in Fig. 18 has a “sea”-like enhancement for x
Bj

! 0. The
enhancement is only present at small fermion masses m and indicative of scattering from fermion pairs in the bound
state. When x

Bj

is small the argument ⌧
A

(5.65) of �
A

is large and negative, allowing the use of the asymptotic
expressions (5.39). For small m the x

Bj

! 0 form factor becomes
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According to (5.38) M2
A

' (2n+ 1)⇡ for ⌘
A

= +, thus

f(x
Bj

) / log2(x
Bj

)

x
Bj
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The analytic approximation shown as a red dashed curve in Fig. 18 includes also terms suppressed by O (x
Bj

) wrt.
the leading behavior (5.68).

In the Breit frame the virtual photon probes distance scales x / 1/Q, as expected since q1 ' �Q. Since the target
momentum P

A

/ Q is large in the Bj limit one would expect that the parton distribution would be determined by

From analogy to D=3+1:

xBj =
Q

2

2pA · q

M

2
B = Q

2

✓
1

xBj
� 1

◆
! 1

fixed

For large MB use asymptotic form of ΦB . 
Result scales in υ = xQ/2  (Breit frame)
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FIG. 18: The parton distribution of the positive parity ground state A, numerically evaluated for fermion mass m = 0.1 e using
(5.63) and (5.66). The distribution is shown on a linear scale in x
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on the left and on a logarithmic scale on the right. The
dashed red curves show an analytic calculation of f(x
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) valid for small x
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, which neglects terms of O �
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The parton distribution of the ground state A shown in Fig. 18 has a “sea”-like enhancement for x
Bj

! 0. The
enhancement is only present at small fermion masses m and indicative of scattering from fermion pairs in the bound
state. When x

Bj

is small the argument ⌧
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(5.65) of �
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is large and negative, allowing the use of the asymptotic
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Bj

! 0 form factor becomes

Q2F
AB

(⌘
B

= �) /
Z 1

0
dv sin v cos

⇥

1
2M

2
A

+m2 log x
Bj

⇤

= cos
⇥

1
2M

2
A

+m2 log x
Bj

⇤

(5.67)

According to (5.38) M2
A

' (2n+ 1)⇡ for ⌘
A

= +, thus

f(x
Bj

) / log2(x
Bj

)

x
Bj

(x
Bj

! 0) (5.68)

The analytic approximation shown as a red dashed curve in Fig. 18 includes also terms suppressed by O (x
Bj

) wrt.
the leading behavior (5.68).

In the Breit frame the virtual photon probes distance scales x / 1/Q, as expected since q1 ' �Q. Since the target
momentum P

A

/ Q is large in the Bj limit one would expect that the parton distribution would be determined by
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The parton distribution of the ground state A shown in Fig. 18 has a “sea”-like enhancement for x
Bj

! 0. The
enhancement is only present at small fermion masses m and indicative of scattering from fermion pairs in the bound
state. When x

Bj

is small the argument ⌧
A

(5.65) of �
A
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) wrt.
the leading behavior (5.68).

In the Breit frame the virtual photon probes distance scales x / 1/Q, as expected since q1 ' �Q. Since the target
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/ Q is large in the Bj limit one would expect that the parton distribution would be determined by
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The parton distribution of the ground state A shown in Fig. 18 has a “sea”-like enhancement for x
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enhancement is only present at small fermion masses m and indicative of scattering from fermion pairs in the bound
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The analytic approximation shown as a red dashed curve in Fig. 18 includes also terms suppressed by O (x
Bj

) wrt.
the leading behavior (5.68).

In the Breit frame the virtual photon probes distance scales x / 1/Q, as expected since q1 ' �Q. Since the target
momentum P

A

/ Q is large in the Bj limit one would expect that the parton distribution would be determined by

×

An analytic/numerical evaluation shows a sea quark distribution at low xBj

qγ*
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e e
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24Result for the parton distribution

The parton distribution of the ground state has a sea component at low m/e :
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xBjf xBj( )

xBj
2
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14
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(a) (b)

The red curve is an analytic approximation, valid in the xBj  → 0 limit.

m/e = 0.1

(log scale in xBj)

Note: Enhancement at low x is not due to �IMF
A
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34

the IMF wave function �A

IMF

given in (5.45). However, the mass of the final state M
B

/ Q. Hence the variable
�
B

/ Q2, making the IMF limit (5.45) (taken at fixed �) inapplicable for B. In fact, the first two terms in (5.9)
give the leading contribution to �

B

(�
B

), but they are orthogonal to �A

IMF

in the trace Tr
⇥

�†
B

(x)�
A

(x)
⇤

of the form
factor (5.51). Thus the scaling contribution to the parton distribution arises from the leading term in �

B

combined
with the next-to-leading term in �

A

, and vice versa. In particular, the enhancement for x
Bj

! 0 in Fig. 18 does not
arise from �A

IMF

.

VI. RELATIVISTIC BOUND STATES IN D = 3 + 1

So far we considered three examples of “Born level” bound states in abelian gauge theory. In this approximation the
gauge field is determined by the classical field equations and explicit pair production is ignored (H |0i = 0).

1. QED atoms. For small ↵ the ladder diagrams (Figs. 2a, 2b, . . . ) dominate near the bound state poles of the
elastic e+e� amplitude. Their sum generates the classical �↵/r potential. The Schrödinger equation follows
from H

QED

|Ei = E |Ei, when the state |Ei is defined as in (2.66) and the classical A0 field is used in H
QED

.

2. The Dirac equation. A static point charge generates the confining potential V (x) = 1
2 |x| in D = 1+1 dimensions.

The state (3.11) is an eigenstate of H
QED

if the wave function  (x) satisfies the Dirac equation. Virtual e+e�

pairs (Fig. 12) appear for V (x) & 2m (Fig. 14), giving a constant particle density | (x)|2 at large |x|.

3. ff̄ states in D = 1 + 1. The state |E,P i of (5.1) is bound when its equal-time wave function � satisfies (5.5),
with V (x) determined by Gauss’ law. A hidden boost covariance ensures that electromagnetic form factors are
Poincaré as well as gauge invariant. There is no parity doubling as m ! 0.

In this Section we consider how this approach may be extended to QCD hadrons in D = 3 + 1 dimensions.

Gribov [35, 36] found a critical coupling in gauge theories,

↵crit(QED) = ⇡

 

1�
r

2

3

!

' 0.58 ↵crit

s

(QCD) =
⇡

C
F

 

1�
r

2

3

!

' 0.43 (6.1)

at which the Coulomb interaction between light fermions becomes strong enough to cause a rearrangement of the
perturbative vacuum. In QED ↵ ' 1/137 is well below the critical value, whereas ↵

s

(m
⌧

) ' 0.33 in QCD [37]. ↵
s

(Q)
approaches the critical value (6.1) for Q < m

⌧

.

Dokshitzer [38] has argued that confinement may be described by a classical field. In order to preserve Poincaré
invariance such a field must satisfy the QCD equations of motion. Gauss’ law fixes A0 up to a boundary condition.
We shall consider solutions with a constant, universal field strength |rA0| at large distances. A mass scale (⇤

QCD

)
can only arise from a boundary condition when loop e↵ects are neglected.

A. The abelian case

We begin by illustrating the procedure for U(1) gauge theory (even though it is not relevant for QED). In our
discussion of Positronium we recalled that stationarity of the action imposes Gauss’ law (2.60) on the Coulomb field.
The operator solution (2.61) for Â0 assumes that the field vanishes at spatial infinity. Let us consider the possibility
of including a homogeneous solution16,

Â0(t,x) =

Z

d3y

✓

x · y +
e

4⇡|x� y|

◆

 † (t,y) (6.2)

Here  is an x-independent parameter which will be determined to give a universal field strength for |x| ! 1. The
O () contribution will be considered leading compared to the perturbative O (e) term.

16 The formulation below di↵ers technically from that in [25], but the principles and results are the same.
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Poincaré as well as gauge invariant. There is no parity doubling as m ! 0.

In this Section we consider how this approach may be extended to QCD hadrons in D = 3 + 1 dimensions.

Gribov [35, 36] found a critical coupling in gauge theories,

↵crit(QED) = ⇡

 

1�
r

2

3

!

' 0.58 ↵crit

s

(QCD) =
⇡

C
F

 

1�
r

2

3

!

' 0.43 (6.1)

at which the Coulomb interaction between light fermions becomes strong enough to cause a rearrangement of the
perturbative vacuum. In QED ↵ ' 1/137 is well below the critical value, whereas ↵

s

(m
⌧

) ' 0.33 in QCD [37]. ↵
s

(Q)
approaches the critical value (6.1) for Q < m

⌧

.

Dokshitzer [38] has argued that confinement may be described by a classical field. In order to preserve Poincaré
invariance such a field must satisfy the QCD equations of motion. Gauss’ law fixes A0 up to a boundary condition.
We shall consider solutions with a constant, universal field strength |rA0| at large distances. A mass scale (⇤

QCD

)
can only arise from a boundary condition when loop e↵ects are neglected.

A. The abelian case

We begin by illustrating the procedure for U(1) gauge theory (even though it is not relevant for QED). In our
discussion of Positronium we recalled that stationarity of the action imposes Gauss’ law (2.60) on the Coulomb field.
The operator solution (2.61) for Â0 assumes that the field vanishes at spatial infinity. Let us consider the possibility
of including a homogeneous solution16,

Â0(t,x) =

Z

d3y

✓

x · y +
e

4⇡|x� y|

◆

 † (t,y) (6.2)

Here  is an x-independent parameter which will be determined to give a universal field strength for |x| ! 1. The
O () contribution will be considered leading compared to the perturbative O (e) term.

16 The formulation below di↵ers technically from that in [25], but the principles and results are the same.

� 1

137

& ↵s(m
2
⌧ ) ' 0.33

A linear potential in D=3+1 QCD

Dokshitzer: Confinement in QCD is governed by classical fields (2013)

Zwanziger: No confinement without Coulomb confinement (2003)

Gribov:      Coulomb interaction rearranges the vacuum for α > αcrit (1997):

The Coulomb field is instantaneous, thus consistent with valence Fock states.

Gauss’ law allows to express A0 in terms of the propagating fields.
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26A homogeneous solution of Gauss’ law

This solution is of O(g0), and has no Feynman diagram equivalent. 

Only color singlet bound states are invariant under space translations.  

The corresponding potential for color singlet baryons is:

VM(x1 � x2) =
1
2

p
CF g⇤2|x1 � x2|

VB(x1,x2,x3) =
1

2
p
2

p
CF g⇤2

p
(x1 � x2)2 + (x2 � x3)2 + (x3 � x1)2

∇2A0(t, x) = 0

The above A0 leads to a linear potential for color singlet mesons:

Much of the analysis in D=1+1 can be repeated (work in progress).

Note: VB(x1,x2,x2) = VM(x1 � x2)

Â0
a(t,x) /

Z
d3y  †

A(t,y)T
AB
a  B(t,y)x · y
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ir ·
�
�0

�,�M(x)
 
� 1

2P ·
⇥
�0

�,�M(x)
⇤
+m

⇥
�0,�M(x)

⇤

=
⇥
E � VM(x)

⇤
�M(x)

The Meson state

|M;E,P i =
Z

d3x1 d
3
x2 e

iP ·(x1+x2)/2  ̄A(t,x1)�
AB
M (x1 � x2) B(t,x2) |0i

A meson state of CM momentum P is expressed as

with the color structure �AB
M (x1 � x2) =

1p
NC

�AB�M(x1 � x2)

for the O(g) Hamiltonian imposes the BSE:

In the rest frame (P = 0) the radial and angular variables can be separated.

H|M;E,P i = E|M;E,P i
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String breaking: A → B+C

39

(ii) It has been known since 1932 [28] that the normalization integral
R

d3x| (x)|2 of the Dirac wave function diverges
for all polynomial potentials V (|x|) and that the energy spectrum is continuous17. There is little awareness and
understanding of this property of the Dirac bound states (see [30] for a recent discussion). With retarded boundary
conditions  † is the number operator of positive and negative energy fermions, and its expectation value in the
Dirac state is | (x)|2. Fig. 14 supports the interpretation of | (x)|2 as an inclusive particle density.

δ1

δ2
A

B

C

FIG. 19: The dual diagram for meson
splitting A ! B + C, given by (7.1).
The qq̄ pair is created at distance �1

from the quark and �2 from the anti-
quark of meson A.

The ff̄ bound states that we studied in Section V also need to be built on
a vacuum that is an eigenstate of the Hamiltonian. This suggests an analogy
to the in and out states used as asymptotic states of the perturbative S-
matrix, which are eigenstates of the free Hamiltonian H0. States defined at
asymptotic times are on-shell and thus independent of the i" prescription in
their propagator. The ff̄ states discussed here may be used as asymptotic
states of the S-matrix, as in the electromagnetic form factor (5.48).

The time development from t = ±1 to the (finite) scattering time is deter-
mined by the full Hamiltonian. The asymptotic states therefore develop into
eigenstates of H by the time of scattering. In addition to contributions from
higher orders in ↵

s

, the bound states can split and merge as illustrated in
the dual meson diagram of Fig. 19. The amplitude hB,C|Ai can be evaluated
directly from the definition (6.12) of the meson states, using anticommutation
relations for the quark fields according to Fig. 19. Suppressing Dirac and color
indices,

hB,C|Ai =
1p
N

C
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h
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dxk
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�3(P
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)

Z

d�1d�2 e
i�1·PC/2�i�2·PB/2Tr

⇥

�0�†
B

(�1)�A

(�1 + �2)�
†
C

(�2)
⇤

(7.1)

If the A ! B + C amplitude is combined with B + C ! A we get a hadron loop correction to the propagation of A.
The loop also induces mixing between hadrons, A ! B + C ! D. Thus the orthogonal basis of wave functions �(x)
which satisfy the bound state equation (6.10) needs to be rediagonalized when hadron loop corrections are considered.
Similarly to the Dirac wave functions (see remark (ii) above) the original basis functions are not normalizable, as
their norm �†(x)�(x) approaches a constant at large |x|. The mixing will likely redistribute the large |x| components
of low-lying states onto higher-lying states (which then decay into on-shell pairs, much like the pions produced in
phenomenological string breaking). The states of the rediagonalized basis may thus become normalizable. The
importance of the loop corrections for physical quantities depends on how sensitive measurables are to the large |x|
components of the wave functions. In D = 1+ 1 both the parton distributions and duality relations were determined
by low values of x, and should therefore be fairly insensitive to the mixing e↵ects.

There is an essential di↵erence between the Dirac wave functions and the ff̄ solutions of (6.10). The ff̄ wave functions
�(x) are (in the rest frame) generally singular at M = V (|x|) [42]. Regular (locally normalizable) solutions exist
only for discrete bound state masses. The Dirac wave functions have no singularities, implying a continuous mass
spectrum [28, 29].

The bound state equation (6.10) appears to have a hidden boost invariance, which ensures the correct frame depen-

dence for the energy eigenvalues, E =
p

M2 + P

2. We investigated this in some detail in D = 1 + 1 dimensions,
where the P -dependence of the wave function is given by (5.16). In D = 3+ 1 a similar relation holds when x||P , in
which case the bound state equation can be cast in the covariant form (6.32). Whether the frame dependence of the
wave function can be expressed analytically for general x is an open question.

The Poincaré covariance makes it possible to consider dynamical processes involving bound states. We studied
electromagnetic form factors and parton-hadron duality in D = 1+ 1. Many more processes are of interest, including
hadron-hadron scattering. The outcome of such studies, including the loop corrections mentioned above, will determine
whether considering the O

�

g0
�

homogeneous solution (6.11) of Gauss’ law is physically viable.

17 The sole exception is the V (r) ⇠ 1/r potential in D = 3 + 1 dimensions, which is often found in textbooks.

 The linear potential induces “string breaking”
   at large separations of the quarks. The 
   Poincaré invariant amplitude is given by
   the wave functions:

When squared, this gives a hadron loop unitarity correction.

hB,C|Ai = � (2⇡)3p
NC

�3(PA � PB � PC)

⇥
Z

d�1d�2 e
i�1·PC/2�i�2·PB/2Tr

⇥
�0�†

B(�1)�A(�1 + �2)�
†
C(�2)

⇤


