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The Neutron Electric Form Factor

at Q2 = 2.40 (GeV/c)2

Spokesman: R. Madey, Kent State University & Jefferson Lab

Co-Spokesman: S. Kowalski, Massachusetts Institute of Technology

Abstract

We propose to extend measurements of the electric form factor of the neutron, Gn
E ,

to a squared four-momentum transfer of 2.40 (GeV/c)2. The JLab E93-038 collaboration
conducted d(�e,e′�n)p measurements on a liquid deuterium target from September 8, 2000
to April 26, 2001 at Q2 values of 0.45, 1.15, and 1.47 (GeV/c)2. Polarization measure-
ments above Q2 ≈ 1 (GeV/c)2 require the beam energies available at CEBAF. In the tech-
nique demonstrated in E93-038 with a high-luminosity, high-efficiency neutron polarimeter
and the dipole neutron-spin-precession magnet [Charybdis], we measured the ratio of two
scattering asymmetries associated with positive and negative precessions of the neutron po-
larization vector. In this ratio technique, systematic uncertainties are small because the
analyzing power of the polarimeter cancels in the ratio, and the beam polarization cancels
also because, as demonstrated in E93-038, the beam polarization does not change much in
sequential measurements of the two scattering asymmetries.

The primary motivation for this measurement is the unique ability to measure a funda-
mental quantity of the neutron — one of the basic building blocks of matter. The proposed
measurement of Gn

E will be available to challenge rigorous Lattice QCD calculations. This
measurement of Gn

E is needed to understand electron scattering experiments that probe
electric structure functions at high Q2; it is important for the analysis of few-body data
near Q2 = 2.4 (GeV/c)2, which is right in the middle of the Q2 range for all few body
measurements at Jefferson Lab. Extension of E93-038 to a higher Q2 will improve the
precision of the interior charge density.
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1 Scientific Motivation

1.1 Extension of E93-038 to Measure Gn
E at Q2 = 2.40 (GeV/c)2

The electric form factor of the neutron, Gn
E, is a fundamental quantity needed for the under-

standing of both nucleon and nuclear structure. The dependence of Gn
E on Q2 reflects the

distribution of charge in the neutron. The E93-038 collaboration carried out measurements
of Gn

E from September 8, 2000 to April 26, 2001 at three values of Q2 [viz., 0.45, 1.15, and
1.47 (GeV/c)2]. Figure 1 is a plot of Gn

E versus Q2 of the world data from polarization mea-
surements. Preliminary results of a first-pass analysis of the data from E93-038 indicate that
Gn

E continues to follow the parameterization of Galster et al. (1971). The preliminary E93-038
points [not for quotation] are shown as filled squares. The E93-038 error bars are statistical
and include a relative uncertainty in Gn

M of 5%. The Galster parameterization is plotted as a
solid line in Fig. 1. Literature references to these data include Eden et al. (1994), Meyerhoff et
al. (1994), Schmieden (1996), Klein and Schmieden (1997a), Klein (1997b), Ostrick et al. (1999),
Herberg et al. (1999), Passchier et al. (1999), Rohe et al. (1999), and Zhu et al. (2001).

Figure 1: Gn
E versus Q2. The line reflects the Galster parameterization of Gn

E.

Recently, Schiavilla and Sick (2001) extracted values of Gn
E from analysis of t20 and T20 data

on the deuteron, which were measured up to Q2 ∼ 1.7 (GeV/c)2. The results are shown as
circles in Fig. 2. The error bars include the spread of theoretical predictions and experimental
uncertainties in the deuteron quadrupole form factor. These results are consistent also with the
Galster parameterization. The preliminary results from the E93-038 measurements are plotted
as squares also in Fig. 2 with error bars that are significantly smaller than those extracted by
Schiavilla and Sick from the deuteron quadrupole form factor.

Polarization measurements of Gn
E at Q2 above ≈ 1 (GeV/c)2 require the beam energies

available at CEBAF. In the technique demonstrated in E93-038 with a high-luminosity, high-
efficiency polarimeter and a dipole magnet ahead of the polarimeter to precess the spin of the
neutron, we measured the ratio of two neutron scattering asymmetries: one asymmetry from

1



Figure 2: Gn
E data extracted from the deuteron quadrupole form factor by Schiavilla and

Sick (open circles) together with the results of JLab E93-038 preliminary measurements (filled
squares).

precessing the neutron polarization vector in a positive direction; the other, from precessing
in a negative direction. In this ratio technique, systematic uncertainties are small because
the analyzing power cancels in the ratio, and the beam polarization cancels also because, as
demonstrated in E93-038, the beam polarization does not change much during the sequential
measurements of the scattering asymmetries.

In the high Q2 region above 1.5 (GeV/c)2, our present knowledge of the electric and mag-
netic form factors GE and GM for neutrons was obtained from measurements of the angular
dependence of the cross section by quasielastic electron-deuteron scattering. Subtraction of the
contribution from the proton in the deuteron introduces a large uncertainty. These previous
experiments contain large systematic errors because of uncertainties in the theoretical descrip-
tion of the deuteron, mostly from final-state interactions (FSI) and meson-exchange currents
(MEC). In the Q2 region from 1.75 to 4.00 (GeV/c)2, Lung et al. (1993) reported measurements
from SLAC-NE11 of quasielastic e-d cross sections at forward and backward angles which permit
Rosenbluth separation of Gn

E and Gn
M at Q2 = 1.75, 2.50, 3.25, and 4.00 (GeV/c)2. The data of

Lung et al. (1993) for (Gn
E/GD)2 are plotted in Fig. 3 as a function of Q2. Also plotted in Fig. 3

is the Galster parameterization. The error bars from JLab E93-038 are much smaller than those
from SLAC-NE11. Although Lung et al. (1993) stated that their Gn

E data from SLAC-NE11
were consistent with (Gn

E)2 = 0 for 1.75 < Q2 (GeV/c)2 < 4.00, these data appear consis-
tent also with the Galster parameterization. The NE11 error bars do not permit distinguishing
between (Gn

E)2 = 0 and the Galster parameterization.
The correct Q2-dependence of Gn

E above 1.5 (GeV/c)2 remains in doubt. We need to know
whether Gn

E will continue to follow the Galster parameterization above Q2 = 1.5 (GeV/c)2, or
whether Gn

E will approach zero or even become negative. There is no theoretical reason for
Gn

E to follow the Galster parameterization at high Q2 values. The parameterization of Galster
et al. (1971) for Gn

E was based on the best fit to the experimental data available on electron-

2
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Figure 3: (Gn
E/GD)2 as a function of Q2. The data plotted as filled circles are from SLAC-

NE11 [Lung et al. (1993)]; the data plotted as open squares are from Hanson et al. (1973). The
solid line is the Galster parameterization. The uncertainty projected in this proposal for Q2 =
2.40 (GeV/c)2 is for a value (Gn

E/GD)2 = 0.0365, which is one-half of the Galster value. The
filled squares are data from E93-038.

3



Figure 4: Comparison between fitted charge (ρ) and magnetization (µ) densities for the proton.
The error bands are tight and difficult to discern.

deuteron scattering up to Q2 ∼ 0.7 (GeV/c)2. The best fit was found with the wave function of
Feshbach and Lomon (1967). Our technique permits us to extend the measurements of Gn

E to
the Q2 region up to about 2.5 (GeV/c)2. In contrast to the Rosenbluth separation method, the
polarization transfer method proposed here permits an experimental determination of the sign
of Gn

E. This ability is another nice feature of the polarization transfer technique — especially
in view of the fact that nothing is known about the sign of Gn

E at high Q2. Here we propose to
measure Gn

E at Q2 = 2.4 (GeV/c)2 with sufficient accuracy to challenge rigorous Lattice QCD
calculations.

1.2 Improved Precision of Interior Charge Density

The measurement of Gn
E at Q2 = 2.4 (GeV/c)2 will better define the short distance behavior of

the wave function. The dependence of Gn
E on Q2 reflects the radial distribution of charge density

in the neutron. The measurement of Gn
E at Q2 = 2.4 (GeV/c)2 will reduce the incompleteness

error in extracting the radial distribution of the charge density in the neutron. To properly
extract the radial distribution of the charge density, it is necessary to have a theory with rel-
ativistic corrections. Appendix A is a preprint by Kelly (2001b) that uses a boost correction
for the relationship between densities in the nucleon rest frame to those in the Breit frame to
extract nucleon charge and magnetization densities from data on Sachs form factors. Gn

E data
at higher Q2 are needed to improve the interior (r = 0) precision of the neutron charge density.
Kelly’s preprint uses only published data; the results for the charge and magnetization densities

4



Figure 5: Charge (ρ) and magnetization (µ) densities for the neutron.

are shown in Fig. 4 for the proton and in Fig. 5 for the neutron. The uncertainty in the interior
(r = 0) charge density is less than one percent for the proton and very much larger (∼19%) for
the neutron.

Figure 6 shows the sensitivity to two possible outcomes of the proposed measurement at
2.4 (GeV/c)2. Kelly (Private Communication, 2001) extracted the neutron charge density from
a fit to the preliminary E93-038 data, all other polarization data, and the data extracted by
Schiavilla and Sick (2001) on Gn

E versus Q2. He used a Fourier-Bessel expansion (FBE) to
provide a more general parameterization than the simple two-parameter Galster fit. The FBE
minimizes model bias and facilitates analysis of the uncertainty in the extracted charge density.
Also, he used a relativistic relationship between the Sachs form factor GE(Q2) and the Fourier
transform of the charge density in the nucleon rest frame: GE(Q2) = ρ̃ch(k

2). The internal spatial
frequency (or wave number) k is related to the invariant momentum transfer by k2 = Q2/(1+τ).
This invariant relativistic relation is based on the relativistic Skyrmion model of Ji (1991).
Figure 6 compares the FBE analysis with the two-parameter Galster parameterization. Figure 6
contains nine panels. The first panel contains the existing data. Both the FBE and Galster
give comparable fits to the data; however, note that the FBE falls faster than Galster above

5



Figure 6: Comparison of the FBE analysis of Gn
E data with the two-parameter Galster param-

eterization. The more general FBE parameterization permits more latitude in the extrapolation
of the data to higher Q2.

6



our highest Q2 point at 1.47 (GeV/c)2. The second panel assumes a measurement at Q2 =
2.4 (GeV/c)2 that falls just below the error band projected by the data in the first panel; the
third panel assumes a measurement at Q2 = 2.4 (GeV/c)2 that falls just above the Galster
parameterization. The next three panels show radial distributions of the charge density ρch. As
seen in the fourth panel, the uncertainty near the origin becomes smaller (∼14%), as expected,
when the preliminary data from E93-038 are included. If the proposed measurement at Q2 =
2.4 (GeV/c)2 yields a small Gn

E value (close to the form factor band projected by the data),
the uncertainty in the interior charge density is reduced further (to ∼6%); alternatively, if the
proposed measurement yields a large Gn

E value somewhat above the Galster value, the fitted
FBE density moves toward Galster and increases the interior density (to ∼12%), which is still
smaller than the 14% without the measurement at Q2 = 2.4 (GeV/c)2. The widening of the
interior band occurs in this case probably because the form factor falls more slowly, which affects
the interior density. The Galster parameterization shows a much higher density near the origin
than the FBE. The last three panels reveal differences between the FBE and Galster in the
radial distribution of r2ρch. The peak in r2ρch versus r comes earlier for Galster, and Galster
has a more extended outer lobe. In all panels in Fig. 6, the shaded band of the FBE represents
the uncertainty envelope. The multiplicative factor r2 enhances the visibility of the negative
lobe. The interior charge density will be sensitive to the measurement at Q2 = 2.4 (GeV/c)2.

Isgur (1998) noted that the interpretation of the neutron’s electric form factor within many
models has been obscured by relativistic effects. He demonstrated that, to leading order in the
relativistic expansion of a constituent quark model, the Foldy term cancels exactly against a
contribution to the Dirac form factor F1 to leave intact the naive interpretation of Gn

E as arising
from the neutron’s rest frame charge distribution.

1.3 Better Knowledge of Neutron Structure

Any model based on Quantum Chromodynamics (QCD) must be able to predict nucleon and
pion form factors correctly. QCD models that are used to calculate nucleon form factors include
the following: The relativistic constituent quark model (RCQM) [Chung and Coester (1991),
Aznaurian (1993), Frank, Jennings, and Miller (1996)], the di-quark model [Kroll, Schurmann,
and Schweiger (1992)], QCD sum rules [Radyushkin (1984)], and the cloudy bag model [Lu,
Thomas, and Williams (1998)]. Recent results from JLab E93-027 on Gp

E motivated RCQM
calculations [Pace et al. (2000), De Sanctis et al. (2000), Cardarelli and Simula (2000)]. These
recent RCQM calculations reproduce the data of E93-027 when relativistic effects, which were
omitted from previous calculations, are included.

Holzwarth (1996) found that a chiral soliton model could reproduce the essential features of
nucleon form factors over three orders of magnitude in Q2. The three basic ingredients in the
soliton model of Holzwarth are: (1) an extended object (the standard skyrmion), (2) partial
coupling to vector mesons in both isospin channels, and (3) relativistic recoil corrections. The
soliton model of Holzwarth describes the Gp

E data from JLab E93-027 and E99-007, which are
plotted in Fig. 7a. The heavy solid line in Fig. 7a is the soliton model of Holzwarth with the same
value of the model parameter (λ0 = λ1 = 0.75) for isoscalar and isovector mesons. The shape of
the Gn

E curve (in Fig. 2 of the article by Holzwarth) is similar to the Galster parameterization,
but the absolute values of Gn

E are higher by nearly a factor of two; in his paper, Holzwarth states
that the absolute values can be reduced by allowing the adjustable parameter λ in the model
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to differ slightly for isoscalar (λ0) and isovector (λ1) mesons. Responding to a request from the
principal investigator, Holzwarth used different values of the model parameter (λ0 = 0.9 and
λ1 = 0.75) for isoscalar and isovector mesons in order to lower the prediction for Gn

E; however,
with these values, the Gp

E prediction falls below the data, as seen by the dotted black curve in
Fig. 7a. Also, the Gn

E prediction still lies above the data, as seen by the dotted soliton model
curve in Fig. 7b.

Figure 7b shows some model predictions for Gn
E versus Q2. Existing data [below ≈ 0.7 (GeV/c)2]

reject the Gari-Krumpelmann (1985) model GK1 (no Φ). Our data from E93-038 reject another
Gari-Krumpelmann (1992) model GK3 (with Φ) and the Platchkov (1990) parameterization
with the Paris potential. Gari and Krumpelmann (1992) reanalyzed the electromagnetic form
factor data of the nucleon with emphasis on the neutron electric form factor. They showed that
strange quark contributions can reduce the neutron electric form factor at low Q2 with little
effect on the other nucleon form factors. The model of Mergell, Meissner, and Drechsel (MMD)
(1996) gives a result similar to Galster above Q2 ≈ 0.7 (GeV/c)2; however, it falls below Galster
in the Q2 region around the peak, and it does not agree with the Gp

E data as seen in Fig. 7a. The
Goldstone-Boson-Exchange-Constituent-Quark Model [GBE CQM] of Wagenbrunn et al. (2001)
falls below Gn

E data from E93-038, and the RCQM of Cardarelli and Simula lie above the Gn
E

data. It appears that no model predicts both Gn
E and Gp

E data !!
Negele (2000) is leading a major effort to use lattice QCD to understand the structure and

interaction of hadrons. Fundamental lattice calculations will become available to solve QCD, the
field theory of quarks and gluons. Currently, lattice calculations are limited by computer power;
however, more computing power is expected to be available soon. Lattice QCD calculations are
fundamental, whereas various model calculations are not. Lattice QCD has made impressive
strides recently, with rigorous methods for separating hard and soft contributions and recent
methods for extrapolation to the chiral limit for light quarks using explicit representations of
nonanalytic contributions.
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Dong et al. (1998) and Liu (2001) reported a lattice QCD calculation of Gn
E in connec-

tion with their investigation of the strangeness magnetic moment of the nucleon. The results
[from Fig. 5(b) of Dong et al. (1998)] are compared to the Galster parameterization in Fig. 8.
Liu (2001) states that the errors are getting too big to made a useful prediction above Q2 ≈
1.3 (GeV/c)2. Liu (2001) states that the next generation of calculations may reach Q2 =
2.4 (GeV/c)2. Dong et al. (1998) state that future calculations are needed to investigate the
systematic errors associated with the finite volume and lattice spacing as well as with the
quenched approximation.

1.4 Better Understanding of Electron Scattering Data From Nuclei

In their paper on electron scattering off nuclei, Drechsel and Giannini (1989) state (on page 1109)
that “All calculations of nuclear electromagnetic properties suffer from the poor knowledge of
Gn

E.”
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E.

As Q2 increases, the values of Gp
E, the electric form factor of the proton, approach the values

of Gn
E, represented by the Galster parameterization. Plotted in Fig. 9 as a function of Q2 are

the neutron electric form factor for the Galster parameterization, the proton electric form factor
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for the dipole parameterization, and the proton electric form factor points measured in JLab
E93-027. The Galster parameterization for Gn

E is:

Gn
E = −τ(1 + 5.6τ)−1Gn

M , (Galster) (1)

with

Gn
M = −1.91(1 + Q2/0.71)−2, (Dipole) (2)

and

τ = Q2/4M2. (3)

The measured Gp
E points have been fitted with the following parameterization:

Gp
E = GD [1 − 0.14(Q2 − 0.30)], (Fit to Hall A FPP Measurements) (4)

with

GD ≡ (1 + Q2/0.71)−2. (Dipole) (5)

The magnitude of Gn
E is not insignificant compared to Gp

E in the Q2 region above about
2 (GeV/c)2. The ratio of Gp

E (E93-027) to Gn
E (Galster) is plotted in the bottom panel of Fig. 9.

The Gp
E data measured in E93-037 turned out to be a surprise – falling faster with Q2 than

expected from the global analysis of earlier SLAC data. The nature of the decrease of Gn
E with

Q2 may be a surprise also.
Because the isovector electric form factors of nuclei are proportional to the difference Gp

E−Gn
E

(and the isoscalar electric form factors are proportional to the sum Gp
E + Gn

E), the value of Gn
E

is needed for the understanding of electron scattering experiments that probe electric structure
functions at high momentum transfer. The ratio of the isoscalar cross section to the isovector
cross section depends sensitively on the value of Gn

E:

σisoscalar

σisovector
=

(
Gp

E + Gn
E

Gp
E − Gn

E

)2

. (6)

This ratio is plotted in Fig. 10 as a function of Q2. This ratio is unity if Gn
E = 0; however, this

ratio is about five at Q2 = 2.4 (GeV/c)2 if Gn
E continues to follow the Galster parameterization

and if Gp
E follows Eq. (4). A better knowledge of Gn

E is needed for the interpretation of electron
scattering from nuclei at high momentum transfer. This knowledge is needed for the analysis
of few-body data near Q2 = 2.4 (GeV/c)2, which is right in the middle of the Q2 range for all
few-body measurements at Jefferson Lab. With an uncertainty ∆Gn

E ≈ 0.004, we will be able
to distinguish between Gn

E = 0 and Galster [Gn
E = 0.014 at Q2 = 2.4 (GeV/c)2].

2 Theoretical Background

Arenhoevel (1987) calculated the effect of the electric form factor of the neutron Gn
E on the

polarization transfer in the d(�e,e′�n)p reaction in the quasifree region, where the deuteron serves
as a neutron target while the proton acts mainly as a spectator. Using a nonrelativistic theory
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and a realistic nucleon-nucleon potential, Arenhoevel found that the sideways polarization of the
recoil neutron PS′, which vanishes for coplanar kinematics and unpolarized electrons, is most
sensitive to Gn

E for neutron emission along the momentum-transfer direction in the quasifree
case. Using the parameterization of Galster et al. (1971) for Gn

E, Arenhoevel’s calculation
indicates that even away from the forward-emission direction (with respect to the direction of
the momentum transfer �q), the increase in the sideways polarization of the neutron PS′ is small
for Gn

E = 0, but increases when Gn
E is switched on, and that this increase prevails up to a

neutron angle of nearly 30o measured with respect to �q c.m. in the center-of-mass system. In the
forward direction with respect to �q c.m., Arenhoevel found also that the neutron polarization PS′ is
insensitive to the influence of final-state interactions (FSI), meson-exchange currents, and isobar
configurations, and that this lack of sensitivity holds again up to an angle of nearly 20o away from
the forward direction with respect to �q c.m., which corresponds to a laboratory angle of about a
few degrees away from the forward direction with respect to the �q lab. Arenhoevel also studied
the influence of different deuteron wave functions on the sideways neutron polarization PS′. His
results for quasifree kinematics (i.e., for neutron emission along �q) show almost no dependence
on the deuteron model. The Arenhoevel calculation shows that dynamical uncertainties are
very small. Finally, Beck and Arenhoevel (1992) investigated the role of relativistic effects in
electrodisintegration of the deuteron for quasifree kinematics. They found that the dependence
on the parameterization of the nucleon current in terms of Dirac-Pauli or Sachs form factors is
reduced considerably by inclusion of the relativistic contributions.
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Rekalo, Gakh, and Rekalo (1989) used the relativistic impulse approximation to describe the
polarization effects sensitive to Gn

E in deuteron electrodisintegration. In the deuteron quasielastic
peak, the neutron polarizations calculated in the relativistic approach agree with the results of
Arenhoevel (1987). A later study by Mosconi, Pauschenwein, and Ricci (1991) of nucleonic and
pionic relativistic corrections in deuteron electrodisintegration does not change the results of
Arenhoevel. Laget (1990) investigated the effects of nucleon rescatterings and meson-exchange
currents on the determination of the neutron electric form factor in the d(�e,e′�n)p reaction. He
concluded that the measurements of the sideways polarization of the neutron appears to be
the most direct way to determine the neutron electric form factor. He concluded also that in
quasifree (colinear) kinematics, the neutron polarization in the exclusive reaction is equal to
the value expected in the elementary reaction n(�e, e′)�n and that corrections from final-state
interactions and meson-exchange currents are negligible above Q2 = 0.30 (GeV/c)2, but that
these corrections become sizeable below this momentum transfer; however, Herberg et al. (1999)
found that (even in the quasifree peak) corrections for FSI in d(�e,e′�n)p measurements at Mainz
amounted to (8±3)% for Q2 = 0.34 (GeV/c)2 and (65±3)% for Q2 = 0.15 (GeV/c)2 of the value
unperturbed by FSI. These corrections were based on the model of Arenhoevel et al. (1988).
This correction is needed to account for the two-step process d(�e,e′�p)n + d(�p,�n) in the deuterium
nucleus. In the second charge-exchange step, the sign of the polarization transferred to the
neutron will be opposite to that from the primary d(�e,e′�n)p process because the sign of the
magnetic moment of the proton is opposite that of the neutron. This effect increases as the p-n
charge exchange cross section increases in going to low Q2.

3 Description of the Experiment

3.1 Experimental Arrangement

The experimental arrangement is shown in Fig. 11. A polarimeter detects the recoil neutron from
the quasielastic d(�e,e′�n)p reaction and measures the up-down scattering asymmetry from the
projection of the polarization vector on the transverse axis. A dipole magnet (CHARYBDIS) in
front of the polarimeter precesses the neutron polarization vector through an angle χ to permit
measurement of the scattering asymmetry ξ+ from the polarization vector component in the
transverse (or sideways) direction. With another measurement of the scattering asymmetry ξ−
for a precession through an angle −χ, the ratio of GE and GM is given by

g ≡
(

GE

GM

)
= KR tanχ

(
η + 1

η − 1

)
, (7)

where the asymmetry ratio

η ≡ ξ−
ξ+

=
P x
−

P x
+

, (8)

and KR is a kinematic function that is determined by the electron scattering angle θe in the
d(�e,e′�n)p reaction. For a total data-acquisition time T , the time fractions for measuring ξ+ and
ξ− are optimized to minimize the statistical uncertainty in g. The scattered electron from the
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Figure 11: Schematic diagram of the experimantal arrangement.

d(�e,e′�n)p reaction is detected with the high-momentum spectrometer (HMS) in coincidence with
the recoil neutron.

In E93-038, the polarimeter consisted of 20 detectors in the front array and 12 detectors
in each of two rear arrays for a total of 44 detectors. A double layer of veto/tagger detectors
is located ahead of the front array, and another double layer of tagger detectors is located be-
hind the front array. The configuration of this polarimeter was proposed by Madey (1995).
To permit high luminosity, the dimensions of each of the 20 detectors in the front array were
10 cm×10 cm×100 cm, and the detectors in each rear array were shielded from the direct path
of neutrons from the target. Compared to the configuration proposed originally for E93-038,
this new configuration permitted doubling the height of the front array, thereby doubling the
solid-angle acceptance of the neutron polarimeter. Doubling the neutron solid angle yields an
increased electron-neutron coincidence rate. Figure 12 shows efficiencies and analyzing powers
measured during E93-038 at JLab for events designated as “all neutrals”. The efficiency at
each Q2 was extracted from the measured rate (events/mC) by inverting the count rate cal-
culation. The analyzing power at each Q2 was extracted from the measured asymmetry and
beam polarization. The “all neutrals” category includes both neutron elastic (n,n) scattering
and charge-exchange (n,p) scattering from a proton in one of the scintillators of the front array.
The inclusion of (n,p) events increases the polarimeter efficiency ε but decreases the analyzing
power AY ; however, the figure-of-merit A2

Y ε for (n,n)+(n,p) events is larger than that for (n,n)
events alone. Imposition of a cut on the recoil momentum reduces the efficiency, as can be
seen in Fig. 12 by comparing the triangles and the circles. The curve labelled “KSU + SAID”
was calculated with a combination of the KSU efficiency code (Cecil 1979) for the efficiency
in the front and rear arrays and the SAID code (Arndt 1977, 2000) for estimating the angular
distribution of the scattered nucleon.
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E = 0.884 GeV and a Charybdis Current of -170 A
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Figure 13: Singles rates for beam energy of 884 MeV and a CHARYBDIS current of -170 A.

The lead curtain ahead of the polarimeter is required to attenuate electromagnetic radiation
and also to reduce the flux of charged particles incident on the polarimeter. The singles counting
rate in one of the detectors decreases markedly when the thickness of the Pb increases from 5 cm
to 10 cm; for example, the singles rates in one of the veto detectors (160 cm wide × 11 cm high
× 0.64 cm thick) at a distance of about 6.7 m from a 15-cm LD2 target are plotted in Fig. 13
as a function of the electron beam current at an energy of 884 MeV. For all beam currents, the
singles rate is about five times higher with 5-cm Pb curtain. E93-038 used a 10-cm lead curtain
in order to run at higher beam currents. We do not have data with a 5-cm lead curtain at higher
beam energies. E93-038 ran with a 10-cm Pb curtain for all these energies. To measure the false
asymmetry or the dilution of the asymmetry from the two-step process 2H(�e, e′�p)n + Pb(�p, �n),
we acquire data with an LH2 target.

A significant advantage of this technique for measuring the ratio of the two scattering asym-
metries is that the scale and systematic uncertainties are minimal because the relative uncertainty
in the analyzing power of the polarimeter does not enter in the ratio. The same is true for the
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Figure 14: Footprint in Hall C of the polarimeter shielding enclosure for a neutron angle of 40.9
degrees and a mean flight path of 9.0 m. The shielding enclosure is compatible with the setup
for the G0 experiment.
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beam polarization PL because, as demonstrated in E93-038, PL does not change much during
sequential measurements of ξ+ and ξ−.

In the cross-ratio method of analysis of the scattering asymmetries measured in the polarime-
ter, Ohlsen and Keaton (1973) showed that false asymmetries cancel to all orders from helicity-
dependent errors in charge integration or system dead-times, or from errors in detection effi-
ciency and acceptances; and that false asymmetries cancel to first order from misalignments
with respect to �q, or from a difference in the beam polarization for the two helicity states. The
cross ratio is the ratio of two geometric means (N+

U N−
D )1/2 and (N−

U N+
D)1/2, where N+

U (N−
D ) is

the yield in the peak for neutrons scattered up(down) when the helicity was positive(negative).
In E93-038, we used the CHARYBDIS dipole magnet with an 8.25-inch gap and 2-inch

field clamps. The 8.25-inch gap is large enough to fully illuminate the front detectors of our
polarimeter (20-inch high by 40-inch wide). The precession angle χ is the angle of rotation of
the polarization vector measured with respect to the direction of motion of the particle in the
rest frame of the particle after traversing the magnetic field. The neutron spin precession angle
χ is given by

χ = − ge

2Mpcβn

∫
B∆l =

1.913e

Mpcβn

∫
B∆l, (9)

where g/2 = -1.913. The maximum central
∫

B∆l = 2.39 Tm for CHARYBDIS with an 8.25-inch
gap.

Figure 14 is a footprint in Hall C of the polarimeter shielding enclosure for a neutron angle
of 40.9 degrees and a mean flight path of 9.0 m to the mid-plane of the front detector array in
the polarimeter. This setup is compatible with the setup for the G0 experiment.

3.2 Kinematics

Four-Momentum Transfer, Q2 (GeV/c)2 2.40
Beam Energy, E0 (GeV) 5.00
Electron Scattering Angle, θe (deg) 20.70
Scattered Electron Momentum, Pe′ (GeV/c) 3.720
Neutron Scattering Angle, θn (deg) 40.9
Neutron Momentum, Pn (GeV/c) 2.007
Neutron Kinetic Energy, Tn (MeV) 1276
Neutron Velocity, βn 0.906
Flight Path, x (m) 9.0
Neutron Energy Resolution (HWHM), ∆Tn (MeV) 108
Field Integral to Precess Neutron Spin

through 20 Degree, B∆l (Tm) 0.5173
CHARYBDIS Current, I (A) 127.5

Table 1: Kinematic conditions at a neutron scattering angle of 40.9o and a beam with a beam
energy of 5.0 GeV. Also listed are the neutron energy resolution and the Charybdis field integral
B∆l required to precess the neutron polarization vector through ±20 degrees.

18



28

30

32

34

36

(∆
g n/

g n)
st

at
 (

%
)

I=50 µA; ∆p/p= ± 2%; 8&20 MeVee; All Neutrals

Q2 = 2.40 (GeV/c)2

DAQ Time = 610 h
Galster

χ = ± 20 deg.

0

0.5

1

1.5

E
ve

nt
 R

at
e 

(H
z)

-0.1

0

0.1

0.2

0.3

4 6 8 10

DLSCos(χ)+DLLSin(χ)

DLSCos(χ)-DLLSin(χ)

Beam Energy (GeV)

P
ol

ar
iz

at
io

n 
T

ra
ns

fe
r

Figure 15: Statistical uncertainty, real event rate, and the polarization transfer, projected at Q2

= 2.4 (GeV/c)2, as a function of beam energy. The statistical uncertainty increases for beam
energies above ≈ 5 GeV because the polarization transfer at a fixed Q2 becomes smaller with
increasing beam energy.
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Table 1 lists the kinematics conditions, the B∆l required to precess the neutron polarization
vector through ±20 degrees, and the neutron energy resolution at a mean flight path of 9.0 m.
The beam energy of 5.00 GeV was selected because it is in a region where the accelerator operates
reliably (with fewer trips of the cavities), the experimental setup is compatible with the setup
for the G0 experiment, and this beam energy results in a minimum or near-minimum statistical
uncertainty, as seen in Fig. 15, for the Galster parameterization of Gn

E. The accelerator should
be able to deliver a beam polarization of 75% at any energy. The range of reasonable angles
of neutron spin precession is limited on the small-angle side by the requirement to have the
magnetic field in CHARYBDIS strong enough to deflect a significant part of the quasielastic
protons away from the front array of the polarimeter, and on the large-angle side by the fact
that the statistical uncertainty ∆gn/gn increases with precession angle χ, as shown in Fig. 16.
The precession angle χ of 20o was chosen. Smaller precession angles were avoided because the
smaller Charybdis current would reduce the deflection of protons away from the front array.
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Figure 16: Statistical uncertainty, projected at Q2 = 2.4 (GeV/c)2, as a function of precession
angle.

3.3 Count Rates

The rate of electron-neutron coincidence events, which comes from quasielastic scattering of
electrons on the 15-cm LD2 target, was projected for a beam current of 50 µA (which corresponds
to a beam luminosity L = 2.39×1038 cm−2s−1). The calculation was done for a momentum bite
∆p/p of ± 2.0% for the scattered electron. This restricted HMS momentum bite discriminates
against neutrons associated with pion production and helps to suppress the “false asymmetry”
neutrons from the two-step process d(�e,e′�p)n + Pb(�p,�n). Protons that originate from quasielastic
scattering at the angle of 40.9o will be deflected away from the front array of the polarimeter
by the magnetic field of Charybdis. In exchange for these protons, the protons emitted from
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Figure 17: Momentum distributions for electrons in the HMS associated with neutrons and
protons scattered into the polarimeter. Panel (a) shows spectra obtained in E93-038 at Q2 =
1.47 (GeV/c)2. Panel (b) demonstrates a result of a simulation at Q2 = 2.40 (GeV/c)2. The
shift in the proton spectrum occurs because protons are deflected by the field of the Charybdis
magnet. A cut on ∆p/p (= ±2%) reduces the false asymmetry or asymmetry dilution from the
two step process d(�e,e′�p)n + Pb(�p,�n) in the lead curtain ahead of the polarimeter.

the target at another angle (and corresponding to another value of Q2 and a “shifted” value
of the momentum of the scattered electrons) will be deflected into the front array. This effect
was observed in E93-038 (see Fig. 17), and application of a tight cut on the momentum of the
electron in the HMS reduces this “false asymmetry” effect significantly. The restricted HMS
momentum bite also helps to suppress the neutrons associated with pion production.

The acceptances for E93-038 were calculated for the HMS in the normal-quad mode and in the
rear position. We used the kinematic conditions from Table 1 for the Q2 point of 2.4 (GeV/c)2.
Based on the acceptance-averaged coincidence rate < RMCEEP > from MCEEP [Ulmer (1991)
version 3.1 includes radiative corrections], we estimated the real-event rate Rreal for a neutron
transmission t = 0.57 [through a 10-cm Pb curtain], an HMS efficiency εHMS = 0.92 [which is
the product of a single-hit fraction in the wire chambers (0.95) and an efficiency for tracking a
good electron (0.97)], and a live-time fraction of the data-acquisition system of 0.95. We used
a value of 0.0115 as an estimate of the neutron polarimeter efficiency value. This value is an
extrapolation of the polarimeter efficiencies obtained in E93-038 for neutrons up to 786 MeV (see
Fig. 12). Listed in Table 2 are neutron polarimeter and HMS acceptances, estimated neutron
polarimeter parameters (viz., AY and εn), and the calculated real event rate.

3.4 Projected Uncertainties

The up-down asymmetry, measured in E93-038, is proportional to the projection of the neutron
polarization vector on the axis that is perpendicular to the neutron momentum direction. Thus,
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HMS angular acceptance:
∆θe (mrad) ± 27.5
∆φe (mrad) ± 71.9

Neutron polarimeter angular acceptance:
∆θn (mrad) ± 55.5
∆φn (mrad) ± 27.8

Neutron polarimeter efficiency, εn (%) 1.15
MCEEP rate, < RMCEEP > (Hz) 72.3
Real-event rate, Rreal (Hz) 0.44
Neutron polarimeter analyzing power, AY 0.085

Table 2: The neutron polarimeter and HMS acceptances, estimated neutron polarimeter param-
eters, and calculated real event rate at Q2 = 2.4 (GeV/c)2.

the ratio of asymmetries for neutron spin precession through ±χ degrees is given by:

η ≡ ξ−
ξ+

=
P x
−

P x
+

=
PS′ cos(−χ) + PL′ sin(−χ)

PS′ cos(χ) + PL′ sin(χ)
=

(PS′/PL′) cos χ − sin χ

(PS′/PL′) cosχ + sin χ
, (10)

yielding

(PS′/PL′) = − sin χ (η + 1)

cos χ (η − 1)
= − tanχ

(
η + 1

η − 1

)
. (11)

Here PS′ and PL′ are transverse and longitudinal projections of the neutron polarization vector:

PS′ = −h Pe
KS g

K0 (1 + g2/K0)
, (12)

and

PL′ = h Pe
KL

K0 (1 + g2/K0)
, (13)

where h is the beam helicity, Pe is the beam polarization, and g ≡ (GE/GM). Using

(PS′/PL′) = −g (KS/KL), (14)

and Eq. (11) and Eq. (14) yields

g = −
(

KL

KS

) (
PS′

PL′

)
=

(
KL

KS

)
tanχ

(
η + 1

η − 1

)
. (15)

The statistical uncertainty in the g value is

(δg)stat =
(

KL

KS

)
tanχ

2

(η − 1)2
δη, (16)

while the relative statistical uncertainty (δg/g)stat is
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(
δg

g

)
stat

=
2

(η + 1)(η − 1)
δη. (17)

Here δη is the statistical error in the asymmetry ratio

(
δη

η

)2

=

(
δξ−
ξ−

)2

+

(
δξ+

ξ+

)2

, (18)

or

(δη)2 =

(
δξ−
ξ+

)2

+ ξ2
−

(
δξ+

ξ2
+

)2

. (19)

To project the statistical uncertainties, we used the statistical errors for asymmetries which
come from Poisson statistics:

(
δξ±
ξ±

)2

=
1

ξ2
±

(
1 + 2/r

N±

)
=

1

(AY P x
±)2

(
1 + 2/r

N±

)
. (20)

Here N± is the number of events taken during ±20o precession angle runs, AY is the polarime-
ter analyzing power, and r is the ratio of real-to-accidental coincidences. For these projections,
the value r = 6. Values of r achieved in E93-038 are plotted in Fig. 18 as a function of Q2. The
accidental coincidence rates were calculated with a combination of the MONQEE code (Dytman
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1987) for the electron single rates in the HMS and the program of P. Degtyarenko to calculate
the neutron single rates in the polarimeter. This program, based on GEANT 3.21 (Brun 1993),
uses the GCALOR (Zeitnitz 1994) program package in order to simulate hadronic interactions
down to 1 MeV for nucleons and charged pions and into the thermal region for neutrons, and
uses DINREG (Degtyarenko 1992, 2000) – Deep Inelastic Nuclear Reaction Exclusive Generator
with a model for hadronic interactions of electrons and photons. The large difference between
the measured and calculated accidentals and the ratios of real-to-accidental coincidences at
Q2 = 0.45 (GeV/c)2 is because the calculation doesn’t take into account the larger radiation
background in the Hall C at this lowest beam energy of 884 MeV.
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Figure 20: Projected uncertainty Gn
E as a function of the DAQ time for the Galster parameter-

ization and Gn
E = 0. The beam current is 50 µA, and the corrupted fraction is 25%.

The projected uncertainty ∆gn/gn is plotted in Fig. 19 as a function of the data acquisition
time for a luminosity of 2.39 × 1038 cm−2s−1, which is achievable with a beam current of 50 µA
on a 15-cm liquid deuterium target. The DAQ time that is designated by the dotted line in
Fig. 19 was chosen to target an uncertainty ∆Gn

E in the vicinity of 0.004 [see Fig. 20 also], which
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is comparable to the uncertainties obtained at Q2 = 1.15 and 1.47 (GeV/c)2. Because Gn
E is

expected to be small and ∆g/g is relatively large, the relative uncertainty in Gn
E is insensitive

to the relative uncertainty in Gn
M . Projected statistical uncertainties in Gn

E with ∆Gn
M/Gn

M =
0.050 are plotted in Fig. 20 as a function of data acquisition time; the contribution of Gn

M to the
uncertainty in Gn

E is small. Recent Hall B measurements of Gn
M up to Q2 = 4.8 (GeV/c)2 [Brooks

et al. (1994)], which are currently being analyzed, should reduce the relative uncertainties in
Gn

M .

4 Some Results from E93-038

The purpose of this section is to indicate the quality of the data obtained in E93-038. The
results shown here for the highest Q2 [viz., Q2 = 1.47 (GeV/c)2] are based on an initial analysis
of a limited sample of the runs. The top panel in Fig. 21 is an HMS-NPOL coincidence time-
of-flight (cTOF) spectrum for all events generated by a neutron incident on the polarimeter.
The incident neutron may scatter elastically to a detector in the rear array or it may cause a
proton to be detected in the rear array. The designation “all neutrals” in the figures that follow
refers to both (n,n) and (n,p) events. The FWHM of the cTOF spectrum is about 1.5 ns, and
the reals-to-accidentals ratio is ≈ 12 at a beam current of ≈ 50 µA [see Fig. 18]. The bottom
panel in Fig. 21 is the time-of-flight spectrum between a neutron event in the front array of the
polarimeter and an event in the rear array for both helicity states of the beam. It is called a
∆TOF or dTOF spectrum. The dTOF spectrum can be subdivided into four spectra – two for
each beam helicity state (L or R) with scattering to the upper (U) array or to the bottom (D)
array; these four dTOF spectra (LU, LD, RU, and RD) appear in Fig. 22. The cross ratio and
the asymmetry are calculated from these spectra. A preliminary analysis of the asymmetries for
each run and the error-bar weighted average for these data appear in Fig. 23.

The correlation between cTOF and dTOF is shown in Fig. 24. This correlation at Q2 =
1.14 (GeV/c)2 was obtained with the following cuts: (1) a mean-time window duration of 20 ns
for both front and rear taggers, and (2) a radius of 30 cm around a neutron track must be free of
a charged particle. Application of these cuts is possible only after time calibration procedures,
as described by Kelly (2001a). Figure 25 illustrates the importance of time calibration also.
This figure presents event rates measured in E93-038 at different beam currents. The deviation
from plain proportionality between the event rate and the beam current is caused by corruption
of electron-neutron coincidence events from accidental background particles (charged or neutral)
that appear during the coincidence time window. The fraction of corrupted events (CF) at a
certain beam current I can be calculated (see Fig. 27 ahead) from an estimate of the single
rates in the HMS and the neutron polarimeter, and it can be expressed in terms of a measured
blocking factor (BF):

CF (I) =
BF (I) − 1

BF (I)
, (21)

where the blocking factor is

BF (I) =
Rate(I)

Rate(0)
. (22)
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Figure 26: Electron beam polarization in January 2001.

Here Rate(I) is the number of events per mC of beam at beam current I, and Rate(0) is the
approximation of this value for I = 0. As shown in Fig. 25, a tight (12 ns) “software” window
makes a substantial reduction in the blocking factor (i.e., fraction of corrupted events).

The absolute values of the beam polarization measured in January 2001 are plotted in Fig. 26.

5 Beam Time

We estimate that 610 hours of acquisition time for “good” runs on a 15-cm LD2 target will be
needed to produce a statistical uncertainty ∆Gn

E in the vicinity of 0.004 at Q2 = 2.40 (GeV/c)2.
These 610 hours will require a beam polarization of 70% at a current of 50 µA on a 15-cm LD2

target. The projection was based on a calculation of a fraction of electron-neutron coincidence
events corrupted from a background particle (charged or neutral) that appears during the co-
incidence time window. For a 50 µA beam, the corrupted fraction is calculated to be 25% (see
Fig. 27). We estimate that 96 hours of acquisition time for runs on a 15-cm LH2 target will be
needed to assess the false asymmetry or dilution from the two-step process 2H(�e, e′�p)n + Pb(�p, �n).

Our beam-time request for measuring Gn
E at Q2 = 2.40 (GeV/c)2 is shown in Table 3.

The proposed measurements can be done also in Hall A. It turns out that the counting rates
are essentially the same. This collaboration is willing to run in Hall A if the experiment can be
scheduled earlier in Hall A than in Hall C.

6 Collaboration

Each of the participants listed earlier contributed to the success of E93-038. The collaboration
is a strong, experienced, and large team (currently about 70 scientists from 22 institutions).
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Figure 27: Calculated fraction of electron-neutron coincidence events corrupted from a back-
ground particle (charged or neutral) that appears during the coincidence time window of 70 ns
as a function of the beam current.

Graduate students will be added after the proposed experiment is approved and scheduled.
As in E93-038, Kent State University (KSU) will be responsible for the neutron polarimeter;

MIT, for CHARYBDIS; and JLab for the HMS. KSU provided the neutron detectors in the rear
array and the polarimeter electronics; Hampton University provided one-half of the neutron
detectors in the front array, while JLab provided the other half. The University of Virginia
provided the tagger detectors used in E93-038. Duke University took responsibility for the
Analysis Engine and also for setting up the electronics and timing. Professor James J. Kelly
at the University of Maryland spearheaded the development of the analysis programs used in
E93-038, and Dr. A.Yu. Semenov is the czar of the E93-038 analysis effort. T. Reichelt (Bonn),
H. Fenker (JLab), and S. Danagoulian (NCAT) were the lead scientists in establishing the
operating conditions for running the Moeller polarimeter at a beam energy below one GeV, and
in setting up and running the Moeller polarimeter at the two higher energies. A. Ahmidouch
(NCAT) and S. Taylor (MIT) were the lead scientists in mapping the CHARYBDIS dipole
magnet. A. Ahmidouch (NCAT) was the lead scientist in preparing the run plan to obtain data
for new matrix elements for the HMS. For this proposal, the personnel at the same institutions
will provide their expertise. With respect to equipment, we anticipate the need for a few
additional 10-in × 40-in × 4-in neutron detectors in order to replace the 20-in × 40-in × 4-in
detectors in the rear array. Kent State University did not have quite enough to replace each
20-in × 40-in × 4-in detector with two 10-in × 40-in × 4-in detectors in E93-038.
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Hours Days

Commissioning without beam
Pulse-height calibration and cosmic-ray tests 168 7

Commissioning with beam
HMS 24 1
Moeller Polarimeter 24 1
NPOL (check detectors, adjust timing, adjust

thresholds, adjust Pb curtain thickness, 62 2.6
determine optimal beam current,
shadow shield, etc.)

Total commisioning with beam 110 4.6
Gn

E physics measurements
LD2 target 610 25.4
LH2 target 96 4
Dummy target 72 3
Beam polarization 72 3
Time calibrations [LD2 target] 48 2
Overhead(a) 72 3

Total Gn
E physics measurements 970 40.4

Total beam time for Gn
E at Q2 = 2.40 (GeV/c)2 1080 45

Table 3: Beam-time request for measuring Gn
E at Q2 = 2.40 (GeV/c)2 for a 50 µA, 70% polarized

beam on a 15-cm LD2 target.

————————–
(a) 144 changes in Charybdis dipole current, 72 target changes, starting and stopping the DAQ system at least
850 times for runs that are typically 2 hours long.
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Appendix A

Nucleon Charge and Magnetization Densities

James J. Kelly
Department of Physics, University of Maryland, College Park, MD 20742

(November 20, 2001)

A Fourier-Bessel analysis is used to fit charge and magnetization densities to data for the nucleon
Sachs form factors. The neutron and proton magnetization densities are very similar, but the proton
charge density is significantly softer. A useful measurement of the neutron charge density is obtained,
although the relative uncertainty in the interior will remain substantially larger than for the other
densities until precise new data at higher Q2 become available.

The Sachs form factors GE and GM are determined by
the charge and magnetization distributions within nucle-
ons and have been measured by numerous experiments on
elastic electron scattering from the proton or quasielas-
tic scattering from the neutron in deuterium or polarized
3He. Early experiments with modest Q2 suggested that

GEp ≈ GMp

µp
≈ GMn

µn
≈ GD

where GD(Q2) = (1 + Q2/Λ2)−2 with Λ2 = 0.71
(GeV/c)2 is known as the dipole form factor. Data for
GMp and GMn with Q2 > 1 (GeV/c)2 show significant
departures from the simple dipole parametrization, but
the extraction of GEp from cross section data becomes
increasingly difficult as Q2 increases. Recent data using
the recoil polarization technique [1,2] have shown a dra-
matic, almost linear, decrease in GEp/GMp for Q2 > 1
(GeV/c)2. It was suggested that those results demon-
strate that the proton charge is distributed over a larger
volume than its magnetization, but radial densities were
not obtained. In this paper we use a Fourier-Bessel analy-
sis, together with a relativistic relationship between form
factors and densities, to determine the nucleon charge
and magnetization densities.

Let ρch(r) and ρm(r) represent spherical intrinsic
charge and magnetization densities. The vector magneti-
zation density is then expressed as �µ(r) = µρm(r)�σ where
µ is the magnetic moment and �σ is the Pauli spin vector.
It is convenient to normalize these densities according to∫

dr r2ρch = Z (1a)∫
dr r2ρm = 1 (1b)

where Z = 0, 1 is the nucleon charge. Fourier-Bessel
transforms of the intrinsic densities are defined by

ρ̃(k2) =
∫

dr r2j0(kr)ρ(r) (2)

where k2 is the square of the spatial frequency (or wave
number).

The interpretation of the Sachs form factors appears
simplest in the Breit frame for which the energy transfer
vanishes. In this frame the nucleon approaches with ini-
tial momentum −�qB/2, receives three-momentum trans-
fer qB, and leaves with final momentum �qB/2. The Breit
frame momentum is given by q2

B = Q2 = q2/(1 + τ)
where (ω, �q) is the momentum transfer in the laboratory,
Q2 = q2 − ω2 is the spacelike invariant four-momentum
transfer, τ = Q2/4m2, and m is the nucleon mass.
The Sachs form factors are then determined by charge
and magnetization transition form factors between states
with opposite momentum

GE(q2
B) = ρ̃B,ch(q2

B) (3a)
GM (q2

B) = µρ̃B,m(q2
B) (3b)

that resemble Fourier transforms of spatial densities.
However, there exists no rigorous model-independent re-
lationship between these transition form factors and the
static charge and magnetization densities in the nucleon
ground state with identical initial and final states. It
is difficult to construct such a relationship because the
boost operator for a composite system depends upon the
interactions among its constituents. The first attempt
to relate elastic form factors to ground-state densities
was made by Licht and Pagnamenta [3] using a cluster
model and a kinematic boost that neglects interactions.
The transition form factors were then evaluated using
the impulse approximation and neglecting relative mo-
tion. Ji [4] made a more rigorous analysis using a rela-
tivistic Skyrmion model based upon a Lorentz invariant
Lagrangian density for which the classical soliton solu-
tion can be evaluated in any frame. Quantum fluctua-
tions were then evaluated after the boost. Although an
approximation is still required to evaluate the transition
form factors, it was argued that this approximation is
best in the Breit frame. The final results offer simple
relationships between Sachs form factors and static den-
sities that take the form

ρ̃ch(k2) = GE(Q2) (4a)
ρ̃m(k2) = GM (Q2)(1 + τ) (4b)
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where the internal spatial frequency k is related to the
invariant momentum transfer by

k2 =
Q2

1 + τ
(5)

The most important relativistic effect is the Lorentz
contraction of spatial distributions in the Breit frame
and the corresponding increase of spatial frequency repre-
sented by the factor of (1+τ) in Eq. (5). A measurement
with Breit-frame momentum transfer qB = Q probes
a reduced spatial frequency k in the rest frame. The
Sachs form factor for a large invariant momentum trans-
fer Q2 is determined by a much smaller spatial frequency
k2 = Q2/(1+τ) and thus declines much less rapidly with
respect to Q2 than the Fourier transform of the density
declines with respect to k2. In fact, the accessible spatial
frequency is limited to k ≤ 2m such that the Sachs form
factors for large Q2 are determined by the Fourier trans-
form of intrinsic densities in the immediate vicinity of
the limiting frequency km = 2m, which is related to the
nucleon Compton wavelength. The difference between
the multiplicative factors for ρch and ρm arises from the
Lorentz transformation properties of scalar and vector
fields [4]. Hence, the corresponding densities would dif-
fer even if the Sachs form factors were identical.

To extract radial densities from the nucleon form fac-
tor data we employ techniques originally developed for
fitting radial distributions to data for scattering of elec-
trons or protons from nuclei [5–7]. Simple models with a
small number of parameters do not offer sufficient flexi-
bility to provide a realistic estimate of the uncertainty in
a radial density. Rather, we employ linear expansions in
complete sets of basis functions that are capable of de-
scribing any plausible radial distribution without strong
a priori constraints upon its shape. Such expansions per-
mit one to estimate the uncertainties in the fitted density
due to both the statistical quality of the data and the in-
evitable limitation of experimental data to a frequency
range, k ≤ kmax. The uncertainty due to limitation of
k is known as incompleteness error. More detailed dis-
cussion of the method may be found in Refs. [5–7], but
the basic idea is to supplement the experimental data
by pseudodata of the form ρ̃(k2

i ) = 0 ± δρ̃(k2
i ) whose

uncertainties are based upon a reasonable model of the
asymptotic behavior of the form factor for ki > kmax

where kmax is the spatial frequency corresponding to the
maximum measured Q2. On quite general grounds one
expects the asymptotic form factor for a confined sys-
tem to decrease more rapidly than k−4 [6]. Therefore,
we assume that

δρ̃(k2) = ρ̃(k2
max)

(
kmax

k

)4

(6)

The Fourier-Bessel expansion (FBE) takes the form

ρ(r) =
∑

n

anj0(knr)Θ(R − r) (7)

where Θ is the unit step function, R is the expansion
radius, kn = nπ/R are the roots of the Bessel function,
and an are the coefficients to be fitted to data. One ad-
vantage of the FBE is that the contribution of each term
to the form factor is concentrated around its kn so that a
coefficient an is largely determined by data with k ∼ kn.
The larger the expansion radius R, the smaller the spac-
ing between successive kn and the greater the sensitivity
one has to variations in the form factor. One should
choose R to be several times the root-mean-square ra-
dius but not so large that an excessive number of terms
is needed to span the experimental range of momentum
transfer. Terms with kn > kmax provide an estimate of
the incompleteness error. We chose R = 4.0 fm, but
the results are insensitive to its exact value. Small but
undesirable oscillations in fitted densities at large radius
were suppressed using a tail bias based upon the method
discussed in Ref. [8]. We employed a tail function of
the form t(r) ∝ e−Λr, based upon the successful dipole
parametrization for low Q2, and included in the χ2 fit a
penalty for strong deviations from the tail function for
r > 2.0 fm. The constraint on the neutron charge was
also enforced using a penalty function. The tail bias im-
proves the convergence of moments of the density but has
practically no effect upon a fitted density in the region
where it is large. The error band for a fitted density is
computed from the covariance matrix for the χ2 fit and
includes the incompleteness error.

We selected the best available data in each range of
Q2, with an emphasis upon recent data using recoil or
target polarization wherever available. GMp data were
taken from the compilation of Höhler [9] for Q2 < 0.15
(GeV/c)2 and for larger Q2 from the analysis of Brash
et al. [10] using the recent recoil polarization data for
GEp/GMp from Refs. [1,2]. Cross section data from Refs.
[11,12] were used for Q2 < 1 (GeV/c)2 but cross section
data for GEp were excluded for larger Q2. Similarly, the
data for GEn were limited to recent polarization data
[13–18], including the analysis of t20 and T20 by Schiav-
illa and Sick [19], and the neutron charge radius from
Ref. [20]. Finally, for GMn we selected polarization data
from [21] and cross section data from [22–28].

Fits to the form factor data are shown in Fig. 1 as
bands that represent the uncertainties in the fitted form
factors. The relative uncertainties become quite large for
Q2 beyond the range of the experimental data but, with
the exception of the neutron charge density, the impact
of those uncertainties upon the fitted densities is slight
because the form factors have become rather small by
then. Although the low-Q2 data for GMn have improved
in recent years, significant systematic discrepancies re-
main. Recent data from Refs. [21,25,27,28] with small
statistical uncertainties suggest a small dip near 0.2 and

2



a peak near 1 (GeV/c)2. For GEn we plot the Galster
model [29] for comparison. The simple two-parameter
fit Galster et al. made to the rather poor data avail-
able at that time did not permit a realistic estimate of
the uncertainty in the form factor or fitted density and
the apparent agreement with more modern data must be
judged as remarkable but fortuitous.

Proton charge and magnetization densities are com-
pared in Fig. 2. Both densities are measured very
precisely, with interior uncertainties better than 1%.
The new recoil-polarization data for GEp decrease more
rapidly than either the dipole form factor or the mag-
netic form factor for Q2 > 1 (GeV/c)2; consequently, the
charge density is significantly softer than the magnetiza-
tion density of the proton. Neutron densities are shown
in Fig. 3. We find that the magnetization density for the
neutron is very similar to that for the proton, although
the interior precision is not as good because the range of
Q2 is smaller and the experimental uncertainties larger.
Limitations in the range and quality of the GEn data
presently available result in a substantially wider error
band for the neutron charge density. Data at higher Q2

are needed to improve the interior precision, but a useful
measurement of the interior charge density is obtained
nonetheless. The positive interior density is balanced by
a negative surface lobe. Note that polarization measure-
ments are sensitive to the sign of the density, but that
cross section measurements are not.

Having established that it is possible to fit physically
reasonable charge and magnetization densities to elas-
tic form factor data spanning a large range of Q2, it is
necessary to return to the question of the uniqueness of
Eq. (4). The most important relativistic feature of that
relationship is the identification of the spatial frequency
k2 with Q2/(1 + τ) due to Lorentz contraction of dis-
tributions in the Breit frame and is common to most
models. The relationships obtained by Licht and Pagna-
menta [3] differ from those of Ji [4] by application of a
factor of (1 + τ) to GE as well as to GM . Alternatively,
some constituent quark model calculations apply factors
of (1 + τ)1/2 to both form factors. Differences between
these prescriptions alter the shape of the fitted density in
a smooth fashion, but do not affect the qualitative rela-
tionship between the quality and range of experimental
data and the precision of the fitted density, as repre-
sented by its error band. The empirical parametrization
proposed by Bosted [30]

G ∝ (1 + a1Q + a2Q
2 + a3Q

3 + a4Q
4)−1 (8)

also fits the data for large Q2 well and is consistent with
pQCD, but its odd powers of Q are incompatible with
the interpretation of the form factor as the Fourier trans-
form of a radial density and with the moment expansion
for small Q2. Conversely, although we cannot claim our
proposed relationship between form factors and densi-
ties is model independent, it does provide a physically

appealing parametrization of the form factor data and
realistic error bands in both spatial and momentum rep-
resentations. Therefore, even if the identification of the
extracted densities with the static densities is discounted,
these densities do provide a useful parametrization of the
form factors nonetheless.

In summary, we have applied the Fourier-Bessel expan-
sion and an ansatz for the relationship between densities
in the nucleon rest frame to transition form factors in the
Breit frame to extract charge and magnetization densi-
ties with realistic estimates of their uncertainties from
data for Sachs form factors. Three of the four densities
are determined very accurately, but more precise data at
higher Q2 will be needed to achieve comparable precision
for the neutron charge density. Several new experiments
using recoil or target polarization will soon provide more
precise GEn data that should greatly improve the preci-
sion of the neutron charge density.
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FIG. 1. The bands show Fourier-Bessel fits to selected data for nucleon electromagnetic form factors. For GEn the solid line
shows the Galster model.
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FIG. 2. Comparison between fitted charge (ρch) and mag-
netization (ρm) densities for the proton. The error bands are
tight and difficult to discern. Both densities are normalized
to

∫
dr r2ρ(r) = 1.

FIG. 3. Charge (ρch) and magnetization (ρm) densities for
the neutron.
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