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Abstract

We propose to measure the longitudinal/transverse (L/T) separated structure
functions from deuterium from the quasielastic region through the nucleon reso-
nance region (1 < W? < 4 GeV?) and beyond to W? ~ 4.5 GeV? and spanning
the four-momentum transfer range 1 < Q* < 4.5 (GeV/c)?. The separation of the
inclusive electroproduction cross sections into longitudinal and transverse strengths
will be accomplished by performing Rosenbluth separations to extract the trans-
verse structure function Fj(z,Q?), the longitudinal structure function F (z,Q?),
Fy(7,Q?), and the ratio R = o1 / or. This proposal represents a critical con-
tinuation of the first global survey of these fundamental separated quantities on
deuterium which began with the low Q? data taking period of E02-109 [1].

The excellent precision obtained from the measurement of the separated proton
data in the resonance resonance region from E94-110 [2, 3] and in the DIS from
E99-118 [4, 5], both of which were performed in Hall C, will be presented. The
extension of the proton measurements to deuterium is straightforward and allows
the precision of the proposed measurements to be predicted with great confidence.
The great care and time invested in developing the experimental requirements,
systematic uncertainty measurements, and analysis machinery will be of immediate
benefit to the proposed experiment. This is confirmed by the excellent data quality
obtained during the E02-109 run period, which will also be presented.

The separated L/T structure functions are fundamental properties of the nu-
cleons. As such, the measurement of these fundamental quantities allows a variety
of physics issues to be addressed, including: QCD moments of the deuterium and
neutron structure functions, neutron elastic form factors, and quark-hadron duality
in protons and neutrons.

Finally, the proposed measurements are necessary for meeting one of the stated
DOE milestones for hadronic physics, which is to “Measure the lowest moments
of the unpolarized nucleon structure functions (both longitudinal and transverse)
to 4 GeV? for the proton and neutron ...”. Experimentally determining both the
proton and neutron moments provide a direct confrontation with recent and future
calculations from lattice QCD of the nucleon non-singlet moments. The proposed
measurements will allow a precision determination of the moments for the complete
set of unpolarized structure functions of the deuteron and neutron in the range
0.5 < Q% < 4.5 GeV2. This extended Q? range is needed to separate higher twist
components from the leading twist, which can then be compared directly to the
recent lattice calculations performed at Q? = 4 GeV2.

The proposed precision cross section measurements will be made in Hall C using
the HMS spectrometer (to collect electron yields) and the SOS spectrometer (for
background measurements) and utilizing standard 4 cm cryogenic deuterium and
hydrogen targets. This is a base equipment experiment and requires little time
for setup and checkout. To perform L/T separations we require different beam
energies of 2.35, 3.49, 4.63, and 5.77 GeV at a base linac energy of Fp,s. = 1.14 GeV
and 4.05 GeV at Ep,se = 0.8 GeV. The total beam time requested to make these
important measurements is 13 days.

1 Experiment Overview

We propose to measure the deuteron L/T separated structure functions in the nucleon
resonance region for 0.5 < Q? < 4.5 GeV?2. This requires precision measurements of
the inclusive e-d cross section and can be accomplished utilizing only the base Hall C
spectrometers and cryogenic target assembly. A significant portion of the data required
to perform the separation of the unpolarized structure functions for Q? < 2 GeV? was



taken in January of 2005 as part of E02-109. E02-109 was approved by PAC22 to
perform L/T separations on deuterium for 0.5 < Q2 < 4 GeV? and received only a
portion of the approved beam time before entering jeopardy status. The subsequent
jeopardy proposal submitted to PAC28 requesting the remaining beam time needed to
both reduce the uncertainties for the low Q? and to extend the L/T separations up to
Q? = 4 GeV? was deferred 'with regret’.

In this proposal we shall attempt to elucidate the critical role of these fundamen-
tal measurements in the endeavor to understand nucleon structure and, in particular,
to fulfill Jefferson Lab’s mandate to extend our understanding of the transition from
perturbative to non-perturbative QCD. The high luminosity provided by the CEBAF
electron beam at Jefferson Lab combined with the proven capability of the Hall C HMS
spectrometer to make precision cross section measurements allows these measurements
to be performed in a modest number of days, and provides a unique opportunity to
perform the definitive measurements of the deuteron unpolarized structure functions
in this kinematic region. We, therefore, request 13 days of beam to complete these
important measurements.

2  Formalism

Due to the small value of the electromagnetic coupling constant, the scattering of elec-
trons from nucleons can be well approximated by the exchange of a single virtual photon,
which carries the exchanged 4-momentum squared, ¢. In terms of the incident electron
energy, F, the scattered electron energy, EI, and the scattering angle, 8, the absolute
value of the exchanged 4-momentum squared is given by

Y
~¢> = Q> =4EE sin2§. (1)

In the one photon exchange approximation, the spin-independent cross section for inclu-
sive electron-nucleon scattering can be expressed in terms of the photon helicity coupling

as
do

dOdE

L [or(z,Q%) + eor(z,QY)] (2)

where o (o) is the cross section for photo-absorption of purely transverse (longitudi-
nal) polarized photons,

B (W?- M} )
C 2mQ2M,E(1 —¢)
is the flux of virtual photons, and
2 0 -1
€= 1+2(1+%)tan2§ (4)

is the relative flux of longitudinal virtual photons.



In terms of the structure functions F (z, Q?) and Fy(z, Q?), the double differential
cross section can be written as

do 420

T 1+ 4M7x?
dQdE" " x(W? - M?)

QZ

[2xF1 (z,Q%) + ¢ < Fy(z, Q%) — 2z Fy (x, Q2)>] .

(5)

Comparison of equations 2 and 5 shows that F(x, Q?) is purely transverse, while the
combination

1+ 4M7x?

Q@

is purely longitudinal. The separation of the unpolarized structure functions into lon-
gitudinal and transverse parts from cross section measurements can be accomplished
via the Rosenbluth technique [6], by making measurements at two or more values
of € for fixed z and Q?. Fitting the reduced cross section, do/T, linearly in e,
yields o (and therefore Fi(z,Q?)) as the intercept, and the structure function ratio
R(z,Q%) = o1 /or = Fp(2,Q%) /22 F; (z,Q?) as the slope. We note that Fy oc 22 F + FJ,
can only be extracted from cross sections either by measuring at ¢ = 1 or by perform-
ing L/T separations. At typical JLab kinematics the contribution of Fy, to F5 can be
significant.

FL(xaQZ) FZ(xaQQ) —2(I,‘F1(£E,Q2) (6)

3 Motivation and Goals

The measurements proposed here are fundamental. By definition, therefore, they will
have bearing on a wide variety of physics topics and measurements. This section dis-
cusses these topics, and includes neutron and deuterium structure functions, structure
function moments, non-singlet evolution, elastic form factors, spin dependent structure
functions, and global modeling for neutrino oscillation experiments. The measurements
here proposed are crucial to every one of these topics.

3.1 Existing Data

The existing World resonance region measurements of R on deuterium from SLAC [7,
8, 9] are shown in Figure 1 as a function of both W2 and Q?. In this region the data is
both sparse and of low quality, with typical errors on R of 100% or larger. In addition,
there are no deuterium measurements of R below W? < 2.5 GeV2. This prevents
any extraction of the separated structure functions from deuterium for the lower mass
resonances. For the proton measurements, PAC 11 stated that “the L/T ratio on
the proton is a fundamental quantity that should be measured with the best possible
accuracy.” This argument is no less true for the deuteron, the simplest nuclear system,
or for the neutron. A comparison of the resonance region proton R values measured in
the range 1.5 < Q% < 2.5 GeV? by E94-110 (blue triangles) to the entire SLAC data set
(red circles) for @? < 9 GeV? is shown in Figure 2. The measurements proposed here
will essentially duplicate the quality of the proton data on the deuteron. Neutron data
will be obtained by subtracting the proton data from the proposed deuterium data, and
after applying nuclear corrections. This will be discussed in more detail in Section 3.3.
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Figure 1: The world’s data set of R on deuterium in the resonance region with
W? (top) and Q? (bottom). The top panel includes measurements which extend to

Q% = 20 (GeV/c)2.
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Figure 2: Resonance region measurements of proton R from E94-110 for

1.5 < Q% < 2.5 GeV? (blue triangles) and the previous world data set (red circles)
for Q% < 9 GeV? as a function of W?2.
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Figure 3: The ratio g—z as measured by JLab E99-118 and SLAC E140 at low Q2.

3.2 Is Ry Different from R,?

It is often assumed that Ry is equal R,, where R, is R measured on the proton. This
assumption is based on the previously available deep inelastic scattering data [8, 10],
where it was found that the difference between Ry and R, was small. This is not
surprising since, at the typically higher Q? values of the available deep inelastic data,
R itself is quite small. Additionally, these data have significant error bars and as such
are marginally sensitive to differences in small R values. These deep inelastic data are
shown in Figure 3, below, in comparison to preliminary results (taken from the thesis
of V. Tvaskis [5]) obtained by the recent Hall C measurements [5] from Experiment
E99-118 [4, 5]. This JLab experiment was approved, specifically, to investigate the low
z and low Q? regime. Nonetheless, it provides a first hint that Rq may in fact NOT
be equal to R, in the region where R is not small. From the plot, one can see that
Ry is surprisingly only 70% as large as R,. This hints that the neutron longitudinal
component is smaller than the proton, although a difference is also suggested by some
nuclear models (see, for example, Reference [11]). The proposed experiment will be able
to verify the £99-118 result, and extend the measurement to the larger = and larger Q2
regime.

3.3 Neutron and Deuterium Structure Function Extractions

The sensitivity to R of the extraction of Fy from cross section measurements is an
important consideration for the Barely off-shell Neutron Structure (BoNuS) experi-
ment [12], which is currently completing in Hall B during Fall/Winter 2005. BoNuS
was designed to measure the inclusive cross section for electrons scattering from a gas
deuterium target while tagging on a slow backward proton. The tagging of these slow
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Figure 4: Estimated results for F§'/F} from BoNuS$ for several Q? values. The points
with (statistical) error bars are the expected BoNUS results (which have been slightly
offset for each Q%) and the dark shaded band at the bottom represents the total expected
point-to-point uncertainty. The yellow banded area is the current estimated theoretical
uncertainty on extracting this ratio utilizing inclusive deuteron and proton data.

recoil protons ensures that they are spectators and therefore, that the scattering was
from a ’nearly’ free neutron. A wide range of W2 values from the quasielastic region
to the DIS (W2 > 4 GeV?) are accessed by BoNuS. This will allow the ratio FJ'/FY
to be determined with relatively small uncertainties at large x values, where previous
determinations of this ratio using SLAC deuterium and proton data suffer from large
uncertainties in the nuclear corrections (arising from Fermi motion, binding, and off-
shell effects). The size of the nuclear uncertainties in the SLAC determinations are
represented by the yellow band in Figure 4, while the quality of the expected BoNuS
data is represented by the points with (statistical) error bars.

For the highest beam energy of EF = 5.25 GeV utilized during the 2005 BoNuS run,
the sensitivity of the F;' extraction on the assumed value for R is shown in Figure 5. Here
the ratios of the Fy values extracted using R = 0.2 to that using R = 0 are shown. The
measurements proposed here are very complimentary to the free neutron cross section
measurements of BoNuS. BoNuS was proposed to provide neutron cross sections with
systematic uncertainties of ~ 5% [12], but will not provide any information on the
separated cross sections. The proposed experiment, on the other hand, will provide
L/T separated cross sections on deuterium. In addition, BoNuS will provide valuable
information on the correct prescription for nuclear corrections which can then be applied
to the separated deuterium cross sections.

The procedure would be to first separate the contributions from the longitudinal
and transverse deuteron cross sections and then to apply the nuclear corrections to
these separated cross sections. Conservatively assuming that these corrections can be
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Figure 5: Sensitivity of the extraction of F; on the value of R for BoNuS resonance
region kinematics at the highest beam energy of E = 5.25 GeV and scattering angles of
0 = 20, 30, and 45°.

determined to even the 10% level utilizing the BoNuS data, the contribution of this
additionally uncertainty would still allow a reasonably precise determination of F]* and

7 in the resonance region. This can be envisioned by examining the precision E94-110
proton structure functions in Figure 6 with an additional uncertainty of 10%. We further
note that an examination of the E94-110 F7, data near the edge of the resonance region
at W2 =4 GeV? (z = 0.49 at Q? = 3) shows that the proton measurements significantly
improve on the precision of the existing SLAC data at these kinematics, where most
of the L /T separations were performed by combining cross section measurements from
several experiments with different systematics. Extending the deuteron measurements
from W2 = 4 (the maximum for the proton measurements) to W2 = 4.5 GeV? would
allow the minimum z measured to move from 0.49 to 0.45, and would have a significant
impact on the current precision of the deuteron Fj, measurements in this range. Since
the data at higher W? comes in faster, this only increases our beam time request by one
additional day, but significantly enhances the determination of the moments, which are
discussed in the next section.

3.4 Moments of Unpolarized Structure Functions for the Deuteron and Neutron

In the time since the original E02-109 proposal, developments in experiment and theory
have served to enhance both the relevance and timeliness of the proposed measurements.
On the experimental side is the running of the BoNuS experiment already discussed,
while on the theoretical side is the calculation of the nucleon non-singlet QCD moments
which have now been performed [13, 14, 15] on the lattice for Q? = 4 GeV2. The pro-
posed deuterium measurements combined with the corresponding proton measurements,
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already performed in Hall C, will allow for a direct confrontation of these, and future,
calculations with precision data.
The Cornwall-Norton moments of the structure functions are defined as

MT%’L(QQ) = /1 dr 2" 2 FQ,L((II,QQ) (7)
0

and

112y — ! n—1 2
M(Q?) = /0 dr " Fi(z,Q?). (8)

At Q? = 4 GeV? the proposed data are critical since the resonance region extends down
to £ = 0.6 and comprises a significant (and in the case of the higher moments, the
dominant) contribution to the moments. This is easily observed from an examination
of the proton results in Figure 6. These measurements will allow for a determination
of the Q? evolution of these moments. This could play a crucial role in understanding
the transition from perturbative to nonperturbative QCD in nucleon structure and,
consequentially, is listed as one of the DOE’s stated milestones for hadronic physics.
For reference, the complete list of the DOE’s hadronic physics milestones is given in
Appendix A.

Without this proposed measurement, it will be impossible for Jefferson Lab to meet
this milestone. The resonance region data are crucial to accurate moment extraction.
The n-p moments are the least model-dependent non-singlet quantity to obtain. Deu-
terium data are crucial to the neutron moments and, even with the BONUS neutron
cross sections, L/T separations will be required.

At small Q? the resonance region contribution to the moments can be significant,
and even dominant for the higher moments. This is evident from Table 1, where the
percentage contribution of the resonance region to the n=2 and n=4 moments of the
longitudinal and transverse structure functions has been estimated utilizing the proton
data for Q? = 1.5, 3, and 4 GeVZ2. On the other hand, the uncertainty on the extracted
n=2 neutron moments arising from the nuclear corrections has been estimated in Ta-
ble 2, and is found to be only about 5-6% at Q? = 4 GeV?2. Utilizing the BoNuS data
should allow this additional uncertainty to be eliminated almost entirely. The percent-
age uncertainties in the deuteron (neutron) F7, moments without these measurements
is a significant fraction of the percentages given in Table 1, since Fg is not very well
constrained by the the current resonance region data.

Q? (GeV?) | F1 (n=2) | F; (n=4) | FL (n=2) | FL, (n=4)
1.5 55% 91% 48% 89%
3.0 24% 64% 21% 64%
4.0 15% 49% 13% 52%

Table 1: Percentage resonance region contribution to the transverse and longitudinal
structure function moments, estimated from the proton data.

A precise determination of the non-singlet moments requires the best possible mea-
surements of the proton and neutron structure functions across the entire  range. This

10



n F2 F1 FL
2 52% | 52% | 5.9%
4 1121% | 12.6% | 16.8%

Table 2: Percentage contribution of the nuclear corrections to the uncertainty on the
extraction of the neutron moments from the proposed measurements, at Q% = 4 GeV?2.
Estimates were made based on the E94-110 proton data.

is because the non-singlet moments can only be determined from differences of proton
and neutron moments. Using the estimated uncertainties on Fy§ due to the current un-
certainties on Ry at typical JLab kinematics, we estimate the current uncertainty due
to Ry on the n = 2 moment of F* (F, non-singlet) to be =~ 9% at Q? = 4 GeV? (with
the uncertainty on the n = 4 moment being significantly larger). The corresponding
uncertainties at smaller Q? values are significantly larger for F. The uncertainties F**
are similar, while the uncertainties on F'* are estimated at over 100% due to the current
uncertainties on R;. These uncertainties can not be reduced with the BoNuS data and
to do so requires the proposed data.

3.5 Non-Singlet Evolution

This section was taken verbatim from a letter written in support of this proposal by
Johannes Bluemlein of DESY.

The precise knowledge of the proton’s flavor structure and the precision tests on
the evolution of leading twist parton densities as predicted by QCD are key questions
of present day studies of deeply inelastic scattering. On the first glance one may be
curious about the fact that deuteron data should play any role in understanding the
proton data. The flavor decomposition first requires, however,

i)  separation between the flavor non-singlet and singlet evolution
ii) precision knowledge of u, and d, in the whole z-range - if
possible at the same accuracy.

Down quarks can be measured best off neutrons, i.e. deuterons in praxi. To measure
the non-singlet distributions in the whole z-range one needs

2F? — Fg. (9)

This is actually the only way in the non-valance region z < 0.3. In the valence region
the information about d,, also comes from FQd in the first place due to the electromagnetic
coupling. The deuteron wave function corrections are either well understood or under
currently more detailed consideration, depending on the kinematic region.

An ideal running strategy consist in measuring;:

FY, F?, F and F{

at sufficiently high statistics (if possible: equal statistics shall be reached). Having
precision measurements for all these four functions available allows an unambiguous

11



approach to derive the respective flavor non-singlet distributions and the study of the
singlet distributions due to the stronger gluon effects in F? together with the Fi.

In particular, the JLAB data are unique. Not only, that the above data sets can be
taken in the way as described: the statistics is also going to become sufficiently large
to allow for precision measurements if the deuteron running is continued as planned by
the collaboration. The combination of these measurements with the World DIS data
at higher W2 can lead to a very detailed picture of the physics behind the unpolarized
JLAB DIS data:

i) twist-2 QCD contributions (determined widely model-independent,)

ii)  experimental extraction of the higher twist contributions in F¥, Fy, F?, F¢
in a single experiment with well-controlled systematics and very good statistics
- this may allow for the first time a detailed measurement of these quantities
as a function of x and in a few Q2 bins - a world novelty

iii) These measurements can be compared with upcoming lattice simulations and
perturbative QCD calculations to be performed.

Experiment would deliver here the first fundamental information in this field. These
measurements would form a new, very non-trivial testing ground for QCD both in its
non-perturbative and perturbative aspects.

In summary, highly precise deuteron data - due to the above aspects - are forming a
conditio sine qua non for any real precision test of QCD.

3.6 Neutron Elastic Form Factors

The proposed measurements include the quasielastic region which is needed to separate
quasielastic contributions from the low W? inelastic cross sections. While the quasielas-
tic region is not the primary focus of this proposal, the data proposed will have statistics
on par with the precision measurements [16] from SLAC experiment NE11, which ex-
tracted the electromagnetic neutron elastic form factors via Rosenbluth separations at
Q? =1.75, 2.50, 3.25, and 4 GeV?. In additon, while the ¢ arm will be similar to the
NE11 measurements, the number of € points at each Q? will be slightly larger and with
reduced systematics on the cross sections since, in contrast to NE11, a single spectrom-
eter will be used for the measurements at all ¢ values. Due to these combined effects,
the proposed data would result in an overall reduction in the uncertainty of extracted
electric (G%) and magnetic (G%,) form factors of the neutron for 2 < Q% < 4, where
extractions using polarization observables do not currently exist.

3.7 Quark-Hadron Duality

The E94-110 proton R measurements allowed for the first precision tests of parton-
hadron duality (for a recent overview see Reference [17]) in all unpolarized structure
functions. With this and the previous JLab Hall C measurements, duality has been
shown to be a fundamental property of proton structure. This work has inspired renewed
interest in the topic from both an experimental and theoretical perspective (see for
example [18, 19, 20, 21, 22]), and the proposed data will add valuable information.
Specifically, Close and Isgur [23] argue that the neutron structure functions should
exhibit “systematic deviations from local duality.” In their approach, minimal necessary

12



conditions are identified for duality to occur in a simple harmonic oscillator quark model
and these conditions occur at higher W for the neutron than for the proton.

3.8 Spin Dependent Nucleon Structure Functions

The proposed precision measurements of R will greatly aid the development of reliable
global descriptions of existing inclusive electroproduction data on deuterium at mod-
erate to high Q2. This is critical for the extraction of the spin-dependent structure
functions g; and ¢ from spin asymmetry measurements in the resonance region. The
proposed measurements will allow a complete survey of the resonance region, and will
permit an extraction of the Q? dependence of the L-T separated structure functions with
very fine granularity in W? utilizing bins of (25 MeV)?. Such models are necessary for
accurate radiative correction calculations. Recently, both the CLAS [24] collaboration
in Hall B and experiment E01-006 [25] in Hall C have completed electron spin asymme-
try measurements utilizing ND3 targets. What was measured was the yield asymmetries
for the scattering of beam electrons polarized both parallel and anti-parallel to the beam
direction. For target polarizations both parallel and perpendicular to the beam direc-
tion, this yields the asymmetries A and A, respectively. In Hall B it is possible to
measure A|| only, as perpendicular target fields are not feasible within the confines of
the CLAS detector, while E01-006 was able to obtain both parallel and perpendicular
target polarizations.

The photon helicity asymmetries, A; and As, can be determined from the electron
asymmetries via

C
Ay = E(AH —dAy), (10)

and o
Ay = 5(C’AH ~dA)). (11)

The factors C, C', d, and d are kinematic only, while the photon depolarization factor,

1 —€¢E'/E)
D=—""" 12
1+eR ’ (12)

is a function of the unpolarized structure function ratio R. For eR << 1, the fractional
uncertainty in A; » coming from an uncertainty in R of 6 R is

+e€

Using the World’s previous proton average in the resonance region of R = 0.06 or a
typical value from E94-110 of R = 0.24 leads to a difference of 9% in A; > at € = 0.5.
It is important to note that it is a linear combination of A; and Ay that appears
as the integrand in the generalized Gerasimov-Drell-Hearn (GDH) integral [26, 27, 28].
The resonance region represents the largest contribution to this integral at small Q2.
We would like to stress that both experiments measure electron scattering asymme-
tries, and therefore, require a parameterization of the unpolarized structure functions

13
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Figure 7: Kinematic coverage of the MINOS neutrino experiment at Fermilab. The
data points indicate previous structure function measurements using neutrino beams
and the red curve indicates the measurement region of this proposal.

in order to extract both A;, and spin structure functions. For example, g; can be

extracted via
_ Fi(A; +v4)

F2(1 + ER)
T |

x Fi(1+€R) TR

(14)
Therefore at € =~ 1 only knowledge of F5 is needed for the extraction of g;. It should
be stressed that there has been no experiment in which the strength from F, and R
have been separated for any significant portion of the resonance region. Hence, the

relevant question becomes; how sensitive is the extraction of F5 in the resonance region
to different values of R?

3.9 Neutrino Cross Section Modeling

This section was taken verbatim from a letter written in support of this proposal by Hugh
Gallager of Tufts University. We further note that neutrino physicists manned ~ 1/3
of the shifts during the January 2005 run period. This large support from the neutrino
community came from collaborators on many experiments, including K2K, JHF, mini-

Boone, MINOS, and MINERvVA.

Electron scattering data from deuterium in this kinematic regime will be of particular
use to neutrino experimentalists. A current challenge for these experiments is how to
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construct a cross section model in the resonance / DIS overlap region. Because high
statistics neutrino data in this region is lacking, this model construction can have large
uncertainties which in turn become important systematics.

Figure 7 shows the kinematic range probed by the MINOS experiment in its current
energy configuration. Since the MINOS experiment uses two detectors, many model
uncertainties cancel. A good understanding of the cross section in the 1-5 GeV range
is nonetheless important, since it is in this energy range where the oscillation signal is
expected to appear. Extracting precise values for the oscillation parameters from a near-
far comparison in this energy regime relies on a good understanding of the underlying
interaction physics [29].

The data points in Figure 7 indicate previous structure function measurements by
neutrino experiments. The region indicated in red is that explored by this proposal.
Neutrino measurements in this region have been very limited, the measurements from
the WA59 CERN bubble chamber experiment, which overlap this proposal in kinemat-
ics, had combined uncertainties on F5 in the range of 20 to 30%. In addition these
measurements were from a neon target with the associated challenges of untangling
nuclear effects.

While the data at lower Q2 on nuclear targets is crucial for understanding nuclear
effects, it is of less use than the data at higher Q2 in the construction of a free nucleon
cross section model. This is due to the fact that as Q? — 0 the hadronic current is
dominated by the axial component which is unexplored in electron scattering experi-
ments. The kinematics of this proposal, on the other hand, provide a measurement of
the vector current which contributes an equal amount to the neutrino cross section.

4 Measurement of the Inclusive Cross Section

The inclusive scattering cross section will be determined by measuring the yield of
scattered electrons which will be detected in the High Momentum Spectrometer (HMS)
in Hall C. Measurement of the inclusive cross section for a range of € values at fixed
W? and @Q? requires that the beam energy be varied. For each beam energy, and with
the spectrometer at a fixed scattering angle, the spectrometer momentum will be varied
such that W? is scanned from the elastic kinematics out though the resonance region
and into the DIS region to W? ~ 4.0 GeV?. Performing such scans at a variety of
beam energies and scattering angles allows the entire resonance region to be surveyed
in a range of Q% and e values for each small W2 bin. Examples of four such scans
performed during the January 2005 running are presented in Figure 8 as a function of
W?2. The current bin width in W?2 is actually finer than that which will be used for the
Rosenbluth separations of AW? ~ (25 MeV)?. The statistical errors bars are included,
but are typically smaller than the symbol size.

Each plot includes up to 5 individual momentum settings with a momentum bite
of +/ — 8% in the HMS spectrometer. Adjacent runs overlap in the momentum bite
by ~ 2%. This allows a good check on the spectrometer momentum acceptance. After
applying acceptance corrections, the agreement between overlapping bins from adjacent
runs is typically within the statistical uncertainties. The cross section in overlapping
bins has been averaged in the plots presented here. Also plotted is the fit to previous
JLab data [30] cross section data.
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Figure 8: Preliminary low Q? inelastic deuterium cross sections measured in the January
2005 run period for beam energies of E = 2.3 GeV, and E = 4.6 GeV and for all
spectrometer angle settings. The statistical errors are included, but are often smaller
than the symbols. The blue (dark) curve is the model input to the radiative corrections.
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5 Structure Function Extraction

The extraction of the structure functions from the cross section measurements will
be accomplished in two complementary ways. First, Rosenbluth separations will be
performed at each W2, Q? where enough cross section measurements and range in e
exist to perform a good linear fit. Second, a global fitting procedure will be employed
to separate the cross sections into longitudinal and transverse strength. Provided that
enough of the kinematic space is covered, there is one unique way of doing this. Typical
examples from the =~ 200 Rosenbluth separations performed on the proton data is
presented in Figure 9 at the various kinematics labeled on the plots. Since the individual
cross section measurements were taken at slightly different @2, the fit to the data was
used to move all € points to a common Q?. Care was taken that this movement was
small enough so that the uncertainty introduced was much smaller than the experimental
point-to-point uncertainties.

A subset of Rosenbluth separated R values extracted from the proton data in the
range 1.5 < Q? < 2.5 are presented in Figure 2 as a function of W? for the in Q2.
The same quality of data is expected for the proposed measurement and can be seen
to be a vast improvement to the current World’s data set when comparing to Figure 1.
Interestingly, R exhibits resonance behavior heretofore only observed in F5. This reso-
nance structure can also be seen in F; and F7,, which were extracted from the proton
Rosenbluth separations and are presented in Figure 6. Also plotted is the fit to the res-
onance cross sections, which is seen to be in excellent agreement with the Rosenbluth
technique. A fit [7] of SLAC L-T separated DIS data is also shown and is seen to link
smoothly to the resonance region data.

6 Systematic Uncertainties

At present, the world’s best precision L-T separation measurements on deuterium have
been performed by SLAC experiment E140X, to measure R in deep inelastic scattering.
The point-to-point uncertainties for E140X are given in Table 3. The proposed exper-
iment will be able to make resonance region measurements with a comparable level of
precision. Much effort was put into both understanding and reducing the systematic
uncertainties for E94-110. It is proposed that these same uncertainties will be achieved
for this deuterium measurement. The point-to-point uncertainties for E94-110 are listed
in Table 4. Also listed are the projected contributions to the cross section due to these
uncertainties and the corresponding uncertainty in R extracted in the region of the A
resonance.
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Experimental Quantity Uncertainty Aoc(%) | AR
Beam Angle on Target .05 mrad (.003°) 0.1 0.005
Beam Energy 1-1073 0.3 |0.014
Scattered Electron Energy 0.05% 0.1 0.005
Target Density 0.2% 0.2 0.009
Scattering Angle 0.04 mrad (.002°) 0.1 0.005
Beam Charge 3-1073 0.3 |0.014
Acceptance vs. 0 0.1% 0.1 0.005
Acceptance vs. p 0.1% 0.1 0.005
Detector Efficiency 0.1% 0.1 0.005
et /e background 0.1% 0.1 .005
Radiative Corrections 1.0% 1.0 0.000
Total 1.1 0.039

Table 3: Published point-to-point systematic uncertainties from E140X.

Experimental Quantity | Uncertainty Ao (%) AR
A@*=1.0] A
Beam Energy 4-10~% 0.3 0.011
Scattered Electron Energy 4-107* 0.2 0.007
Target Density 0.01% 0.01 N/A
Scattering Angle 0.2 mrad 0.4 0.015
Beam Charge 1-1073 0.1 0.004
Acceptance 0.6% 0.6 0.022
Detector Efficiency 0.4% 0.4 0.016
Deadtime Corrections 0.1% 0.1 0.004
e /e~ Background 0.2% 0.2 0.007
Radiative Corrections 1.0% 1.0 0.040
Total 1.35 0.052

Table 4: Point-to-point systematic uncertainties from the analysis of E94-110 and the
corresponding uncertainty on R for the region of the A resonance at Q> = 1 (GeV/c)2.
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6.1 Kinematics

One of the largest contributions to the point-to-point systematics comes from the un-
certainties in the kinematics and is simply due to the large variation in the cross section
with W?2 near the resonances. In order to help minimize these uncertainties, proton elas-
tic scattering data will be taken at every beam energy and most HMS angle settings,
where possible. For elastic scattering, the difference of the reconstructed invariant mass,
W, from the proton mass (AW = W - M,) can be constructed and the dependence of
AW on possible energy and angle systematics can be studied.

Fitting the AW dependence on systematic energy and angle offsets allows an ex-
traction of these offsets. This procedure was used for the E94-110 data and yielded an
uncertainty in the corrected beam energy of 0.04% [31], less than half that typically
quoted from Hall C Arc measurements. The reconstructed W values for these data
are plotted verses scattering energy in Figure 6.1, for four different beam energies and
twenty eight unique kinematic settings. It was found that the entire data set could
be well described by assuming that the true HMS central angle was smaller than the
nominal value by 0.5 mrad, and that the true HMS central energy was smaller than
the nominal value by a constant fractional amount of -0.35%. The true beam energy
was found to be smaller than the Arc measurements by an amount which varied with
the energy. This was later confirmed by field mappings and corresponding calculations
of the arc magnet field lengths, and typical Hall A and Hall C arc measurements now
agree to better than 0.05%.

The reconstructed values for W are shown, both before (open symbols) and after
(solid symbols) correcting for the kinematic offsets found from these studies. The cor-
rected values are all seen to be within 1-2 MeV of the proton mass. We further note
that the kinematic offsets from the K94-110 studies have been found to be consistent
with a large number of subsequent Hall C experiments.

Accelerator cavity RF instabilities have been observed to cause variations in the
beam energy on the order 0.05%. These variations of the beam energy can be measured
using the BPMs (beam position monitors) in the Hall C Arc. These BPMs are read into
the data stream every second and can be used to make relative beam energy corrections
for the beam energy drift. Such corrections have been made by previous experiments
and have resulted in the narrowing of missing mass peaks. Corrections for such beam
energy variations were included in the proton analysis.

Just as the arc BPMs allow corrections for variations in beam energy to be made,
information from the Hall C beamline BPMs allow corrections for beam position and
angle on target to be made. In contrast to the arc BPMs, information from these BPMs
are fed into the data stream on an event-by-event basis. Uncertainties in the beam
position and angle on target directly translate into uncertainties in the reconstructed
kinematics. We plan to use the Hall C uniform fast raster with a spot size on target of &
1 mm. Deviations in the vertical position of the beam will appear as a momentum offset
in spectrometers. The effect of a beam position offset can be calculated from the optical
matrix elements for the spectrometer. The first-order forward matrix elements for the
HMS spectrometer are given in Table 5. The effect on the reconstructed momentum
due to a 1 mm offset of the beam on target in the spectrometer dispersive direction

(J?tmn ) is
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Figure 10: Reconstructed W vs. HMS momentum for elastic scattering kinematics.
Open symbols represent data before kinematic corrections were applied, while the solid
symbols represent the data after applying the kinematic corrections.

Ap(1 mm) = £0.1 cm - (—3.0821) - 0.27 (%/cm) = +0.08%, (15)

where the reverse matrix element (= 0.27 %/cm) has been used to convert (L‘pr to 4.

A study of the run-to-run beam steering stability was made during the running of
E94-110. From this study, we measure run-to-run variations in Z;q of 0%y < .2 mm.
We use this as a worst case, and calculate a corresponding point-to-point uncertainty
in in spectrometer momentum, P, of

AP = +0.2 - AP(1mm) = .024% (16)

The angle of the beam on target (w;m) enters as a direct uncertainty in the scattering
angle if not corrected for. Again, the BPM information allows a correction to be made
for this. The worst case point-to-point error is found to be the run-to-run x;ar variations
of Az,,, ~ .04 mrad.
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HMS T fp :Elfp Yfp ylfp
Tar | -3.0821 | 0.05681 0 0
Ty, | 0.1555 | -.3273 0 0
Ytar 0 0 -2.2456 | -2.569
Yiar 0 0 1.4135 | -.2836

5 | 3.7044 | -0.001688 0 0

Table 5: HMS 1st-order forward matrix elements.

6.2 Target Density

The disadvantage of using a small raster size is an increase in localized target density
fluctuations. Localized target density fluctuations, induced by an intense incident beam,
can significantly modify the average density of a cryogenic target. Point-to-point uncer-
tainties in the target density and current enter directly as point-to-point uncertainties
in the total cross section. The current-dependence can be measured by comparing the
yields at fixed kinematics with varying beam currents. The deadtime-corrected yields
should be proportional to the luminosity (and, therefore, the target density).

The result of such a ‘luminosity scan’ performed on the Hall C ’tuna can’ deuterium
target during Summer of 2003 is shown in Figure 11, where the charge normalized
yield (N/Q) has been plotted versus the current. The N/Q ratios have been further
normalized to ~ 1 at a current of 20 pA. The error bars on the data are statistical only
and do not reflect fluctuations in the beam current. The measured current dependence
of the yield is 0.84 +0.29% per 100 pA. We note that the size of this correction has
been significantly reduced with the introduction of the uniform square raster pattern.

Using the estimated error on the fit of +0.4% and a run-to-run variation in the
current of £2 pA, the estimated point-to-point uncertainty in the target density is

0.4%

Apy =2 phA - —=70
PE= 2 B2 100 wA

= 0.008%. (17)

We propose to use a constant beam current of 80 £2 pA for these measurements to
reduce the uncertainty to this level.

Other quantities which contribute to a systematic uncertainty in the total cross
section are corrections for acceptance, detector efficiencies, and deadtime. All of these
have been studied for E94-110, E99-118, and a variety of other Hall C experiments and
are believed to be well-understood. Reliable Monte Carlo models for both spectrometers
exist, and have been shown to accurately reproduce the data for many different processes
and kinematics. For the proton data, the model of the HMS was checked exhaustively
and fine tuned to ensure the level of precision needed for high quality L-T separations.

6.3 Spectrometer Acceptance

A comparison of the HMS Monte Carlo to a typical proton run from January 2005 for
kinematics near the delta resonance is shown in Figure 12. This includes comparisons
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Figure 11: Cryogenic deuterium target luminosity scan from EO00-116, utilizing the
Hall C uniform raster. Plotted is the charge normalized yield (N/Q) versus beam
current. The N/Q ratios have been further normalized to ~ 1 at a current of 20 pA.

of the distributions for ép/p, Y (the in-plane scattering angle), X' (the out-of-plane
scattering angle), and df (the difference of the full scattering angle from the central
spectrometer angle). Also shown is the ratio of data to Monte Carlo yields versus df
and dp/p. The agreement is seen to be excellent. We note that the input model is
the resonance region fit from E94-110, which typically reproduces the E94-110 cross
sections to better than 3%. This agreement is representative of the reproduceablity of
cross section measurements with the HMS in Hall C.

The point-to-point uncertainty in the acceptance corrections given in Table 4 has
been estimated using this model of the HMS. For an extended target, there can be a
relatively large difference in the acceptance for forward and backward angle scattering
and is dominated by events being lost in the aperture defined by the second quadrapole
magnet. Studies have been made of the effects on the acceptance due to shifts of
various apertures within the uncertainty allowed by surveys of the spectrometer, as well
as inaccuracies in the optics model. These studies indicate a combined point-to-point
uncertainty on the acceptance and optics of about 0.6%.

6.4 Detector Efficiencies

The efficiencies for the HMS shower and Cerenkov counters have previously been studied
for inelastic (e,e’) scattering [30]. Since the efficiency of the shower counter calorimeter
increases with scattered electron energy, our worst case for the present experiment is for
the kinematics in which the scattering is at high W and Q?, and, therefore, low momenta.
The uncertainties in the efficiencies for this case are £0.2% for both the shower counter
and Cerenkov counter. Studies of the tracking efficiencies have shown that once the rate
dependence has been corrected for, the run-to-run variations are largely dominated by
statistics. For the statistics expected, this uncertainty is estimated at 0.3%. The overall
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detector efficiency is estimated to be +0.4%

Proposed Kinematics

Table 6 lists the beam energies and angles where we propose to measure the deuterium
cross section. The kinematics have been chosen to maximize the number of L /T separa-
tion and the Ae ranges. The latter is important for reducing the systematic uncertainty
on the separated cross sections. The low Q? kinematics measured in January 2005 is
shown in the top panel Figure 6.4, while the proposed measurements are included in
the bottom panel. Small ranges in W? and Q? with measurements at different beam
energies (different €) are where L /T separations can be performed.

For each angle the HMS central momentum can be varied to scan from the quasielas-
tic through the resonance region utilizing a momentum bite of £8% (with 1% overlap
for runs at adjacent momenta). The HMS central angle can be changed by 10 degrees in
several minutes and studies indicate that the random angle uncertainty incurred is bet-
ter than 0.2 mrad. On the other hand, changing the HMS central momentum requires
20 minutes or more for the magnets to stabilize. To minimize the overhead needed for
kinematic changes we plan to scan through all the relevant HMS angles at fixed mo-
mentum and then change the HMS central momentum and rescan in angle, in order to
cover all the kinematics required for each beam energy.

The differential cross sections for inclusive electron scattering will be measured ac-
cording to the following definition:

d#?c AN 1 (18)
dQw? — AQAW? Qnd’

where AN is the counts per W2 bin, n is the density of deuterium, d the target thickness,
and Q is the integrated number of incident electrons on target. A minimum time of one
quarter hour per kinematic setting and a beam current of 80 pA (40 pA for Aluminum)
has been assumed. The time requirements listed are the estimated data acquisition
times for the entire momentum scan at fixed angle, assuming an effective solid angle for
the HMS of 6.5 mSr, and was determined such that the statistical accuracy per W2 bin
was ~ 2 times better than the systematic point-to-point accuracy expected. The rates
were estimated based upon a fit of previous deuterium resonance region cross section
data from JLAB [30]. The SOS will be used to collect positron yields (predominantly
from neutral pion production) for charge symmetric background studies and will be run
in a simultaneous single arm mode with the HMS data, such that this adds little to the
beam time request.

The extraction of neutron structure functions requires the subtraction of the proton
data taken in E94-110 (after accounting for Fermi motion, binding, and off-shell effects).
As a cross check on relative normalizations, we propose to do measurements of the
hydrogen resonance region cross sections for Q? < 3 GeV? to compare to E94-110.
This will require an additional 16 hrs. A minimum central spectrometer momentum
setting of 400 MeV/c was assumed. All proposed measurements will use the Hall C 4
cm deuterium target. In addition, elastic proton data will be taken for a portion of the
angle settings for kinematic checks.
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The chosen beam energies in the table assume a linac energy of 1.14 GeV (2.35,
3.49, 4.63, and 5.77 GeV), with the exception of the beam energy, E = 4.05, which
assumes a linac energy of 0.80 GeV (4.05 GeV). Both base energies are standard CEBAF
accelerator tunes.
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Figure 12: Comparison of hydrogen data taken during January 2005 (blue triangles with
error bars) to the HMS Monte Carlo (yellow histograms) for the reconstructed vertex
quantities which are described in the text. The input cross section model for the MC
was the fit to the E94-110 data.

26



4 €44 4 4 4 0 © €00 ® 00000 V(4P < 8]

> > <44 €€ e ¢ > S| > 0 0000 @00000((®(( MY
(O v 0|V 1
o O 44 € € € 4 4 4 O 0 0 0 0000 MO 00 00( ( V(< € W]
0 Q {4« «an —arm 1
. . N . . g
9 < IR 0 D0 000 0 08 ( WU 9 W
I W € €A 44 W 0 00 DO 000 08 ( (HMI4P W4
AN M NN | N el
L Ll 4 < 44U 44 14 LW W 000 @O OO0 @ « 008 « @<ud
4 4 [] [ ] [ ]

<« < 44 4 4 (4 000 B0 MO0 0 @ (09 4 Vw4

<4< 4 dd 44 4 1«4 0000 OB 0000 0 @ (V0 €@ « €O w4

44 4 WL 44 4 1€ 4 0000 B0 00 M ¢ GOO «W 14 €0 w4«

4 44 d4q@ € 4 41 W«

W (GeV)?

4 4« 4 « € 4 414 W« 6 00 WM OB 0 (WO ( «O <49 «wi

4 <« < « < 4 44 “«a @ W@ W00 0 (W ( 49 (4O w

« 4 4 < 4 44 W ® @ 0 000 O OO ( 4O (VW

E/ = 1.2 GeV
E/ = 2.3 GeV
5.5 GeV
4.5 GeV

W0 00000 ® 0 WI0 (WO ( €8 Wi |

4 < <€« SRR R ¥ | Il |@ o0 0@ 00@ 0 €00 « <0 << o
NN
4 < <« < < w 2 LWLl 00000 0000 0« 004 @ 0 <« o«
4 4 o o0
,,,,,,,,,,,,,,,,,,,,,,,7,,,,0 T I B B R B A R B
9 n N 0 \n ¢] o o] <+ 9 S| - o

o

An89) 0 AN89) 0

N

27

W (GeV)?

Figure 13: Kinematic covering of the low Q? run period of January of 2005 (top panel)
and including the proposed measurements (bottom panel) which will both extend the

L/T separations to higher Q2 and add additional e measurements at lower Q2 to further

reduce the uncertainties on the separated structure functions.



E 0 QQA EA g €3 | Time for scan
(GeV) | (deg) | (GeV?) (GeV?) (Hours)
2.35 70 2.4 0.31 1.5 0.21 6
80 2.5 0.24 1.6 0.16 10
3.49 52 3.5 0.44 2.7 0.35 10
65 4.0 0.30 3.1 0.23 22
78 4.4 0.20 3.4 0.15 35
4.63 30* 3.2 0.76 2.7 0.69 2
36* 3.9 0.65 3.2 0.58 4
43 4.6 0.54 3.8 0.47 6
50 5.0 0.46 4.3 0.38 16
5.77 10.6 1.0 0.98 0.8 0.95 1
15 1.8 0.95 1.5 0.90 1
20 2.8 0.89 2.4 0.84 1
25* 3.7 0.82 3.2 0.76 2
29* 4.4 0.76 3.8 0.69 2
32* 4.9 0.71 4.2 0.64 4
35* 5.4 0.65 4.6 0.59 )
4.05 30* 2.5 0.75 2.0 0.67 2
38* 3.3 0.63 2.7 0.54 2
45 3.9 0.53 3.1 0.45 6
52 4.4 0.44 3.5 0.37 11
60 4.8 0.35 3.8 0.30 23
Total
171

Table 6: Beam time requirements for the proposed deuterium measurements. The time
listed is that required to scan from the quasielastic to W? ~ 4.5 GeV?2. Positron data
will be taken in the HMS for the angles indicated by an asterisk.

The beam time requested for this experiment is listed in Table 7. The total data
acquisition time listed reflects the total time from Table 6 needed to complete the
measurements on deuterium. We also require 35 hours for dummy target runs (=~ 20%
of the deuterium time) which are needed to subtract the yield contributions from the
aluminum end caps of the target, 16 hours to complete the hydrogen elastic scattering
measurements, and 16 hours to obtain the hydrogen resonance region data which will
be used to cross check with E94-110. Also, since the SOS spectrometer has a maximum
central momentum of 1.75 GeV, we request an additional 22 hours to complete positron
measurements in the HMS for larger scattering momenta at the angles denoted by an
asterisk in Table 6. We assume 5 minutes for each angle change required at a given
beam energy, and one-third hour for each spectrometer central momentum changes.
Combined with 2 shifts for checkout, we request a total beam time of 13 days.
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Time Required
(Hours)

Data acquisition (Deuterium) 171
Data acquisition (Dummy) 35

Data acquisition (hydrogen elastics) 16
Data acquisition (hydrogen resonance region) 16
Data acquisition (additional positrons) 22
Spectrometer momentum changes (35) 12
Angle changes (= 140) 12

Major beam energy changes (1) 8
Minor beam energy changes (3) 12
Checkout 16
Total 320

Table 7: Breakdown and tabulation of the total time requested. Based on previous
experience, we assume b minutes for angle changes, 20 minutes for momentum changes, 8
hours for linac energy changes (major), and 4 hours for each energy change accomplished
by changing the number of cycles (minor).

The Collaboration

The collaboration consists of people who have participated in a substantial amount of
Hall C running. The collaboration has implemented and proven successful techniques
to reduce systematic uncertainties in Hall C experiments, including detailed studies of
spectrometer optics, spectrometer survey studies, raster phase analysis, and additional
beam line instrumentation. This collaboration has the on-site experience, knowledge
and expertise requisite to perform a precision measurement of the type proposed.

Summary

Using the Hall C base equipment, we propose to perform a global survey of L /T sepa-
rated unpolarized structure functions on deuterium throughout the nucleon resonance
region with an order of magnitude better precision than has been achieved before. In
particular, the Q% and W? dependence of the separated structure functions will be mea-
sured for the first time. The recent analysis of the proton data from E94-110 clearly
show that these goals are both realistic and attainable. We request 13 days to perform
these fundemental measurements.
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Appendix A: DOE Milestones for Hadronic Physics

Year

Milestones:

2008

Make measurements of spin carried by the glue in the proton with polarized proton-
proton collisions at center of mass energy, Ve = 200 GeV.

2008

Extract accurate information on generalized parton distributions for parton
momentum fractions, x, of 0.1 - 0.4 , and squared momentum change, t, less than
0.5 GeV* in measurements of deeply virtual Compton scattering.

2009

Complete the combined analysis of available data on single , 1, and K photo-
production of nucleon resonances and incorporate the analysis of two-pion final
states into the coupled-channel analysis of resonances.

2010

Determine the four electromagnetic form factors of the nucleons to a momentum-
transfer squared, Q% of 3.5 GeV* and separate the electroweak form factors into
contributions from the u, d and s-quarks for Q2{ 1 GeV-.

2010

Characterize high-momentum components induced by correlations in the few-body
nuclear wave functions via (e,¢'N) and (e,e'NN) knock-out processes in nuclei and
compare free proton and bound proton properties via measurement of polarization

transfer in the ‘Hg(é,g:aﬁ H reaction.

2011

Measure the lowest moments of the unpolarized nucleon structure functions (both
longitudinal and transverse) to 4 GeV* for the proton, and the neutron, and the deep
inelastic scattering polarized structure functions g(x, Qz) and gz{x,Qz) for x=0.2-
0.6, and 1 < Q" < 5 GeV* for both protons and neutrons.

2012

Measure the electromagnetic excitations of low-lying baryon states (<2 GeV) and
their transition form factors over the range Q° = 0.1 - 7 GeV* and measure the
clectro- and photo-production of final states with one and two pseudoscalar
MESons.

2013

Measure flavor-identified g and a contributions to the spin of the proton via the
longitudinal-spin asymmetry of W production.

2014

Perform lattice calculations in full QCD of nucleon form factors, low moments of
nucleon structure functions and low moments of generalized parton distributions
including flavor and spin dependence.

2014

Carry out ab initio microscopic studies of the structure and dynamics of light nuclei
based on two-nucleon and many-nucleon forces and lattice QCD caleulations of
hadron interaction mechanisms relevant to the origin of the nucleon-nucleon
interaction.

Figure 14:
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