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ABSTRACT

We propose to determine the electric form factor G of the neutron by scatter-
ing longitudinally-polarized electrons from deuterium quasielastically and measur-
ing the transverse polarization component Ps of the recoil neutron. The neutron
polarization component Ps/, which lies in the scattering plane and normal to the
neutron momentum, is directly proportional to G in the impulse approxima-
tion. The neutron is detected in coincidence with the scattered electron. The
experiment utilizes a neutron polarimeter provided by Kent State University and
a liquid-deuterium (LDg:) target provided by CEBAF. The neutron polarimeter
operated successfully with a duty cycle of about 0.8% at Bates with a luminosity
of 3x 10%®cm~25~1; at CEBAF with a duty cycle of unity, the neutron polarimeter

is expected to operate satisfactorily with a luminosity of 3.8 x 103% cm—25-1.

The uncertainties in the best available measurements of G% as a function
of @2 are too large to distinguish between form factor models, and they can
not even distinguish between G% = 0 and the dipole parameterization (G% =
—7G7%y) when the Dirac form factor Fi, = 0; however, we propose to measure
the neutron polarization Py at Q% = 0.30, 0.50, 1.0, 1.5, and 2.0 (GeV/c)?
with uncertainties that will distinguish between different parameterizations such
as the dipole parameterization (G = —7G%y), the Galster parameterization
[G% = =TG%(1 +5.67)71], and G, = 0,

A theoretical study by Arenhdvel (1987) indicates that the tramsverse polar-
ization component of the recoil neutron has almost no dependence on the deuteron
model, and is insensitive to the influence of final-state interactions, meson-exchange

currents, and isobar configurations.



SUMMARY

This proposal presents details of a design for the experiment CEBAF E89-05,
which is aimed at determining the neutron electric form factor G%. The measure-
ment technique uses a neutron polarimeter to meaure transverse polarization Pg: of
the recoiling neutron from the reaction d(¢, e'7)p in coincidence with the scattered
electron. A schematic view of the experimental arrangement is shown in Fig. 6. We
want to do this experiment for the following reasons: ONE, accurate measurements
of G provide fundamental information about both nucleon and nuclear structure;
TWO, previous measurements of G are far from satisfactory, as shown in Figs. 2
through 4 in the proposal, because of large uncertainties and model-dependent
features with most experiments, which failed to distinguish between different G%
parameterizations; and THREE, the technique proposed for this experiment will
give model-insensitive measurement of G with uncertainties that permit distin-
guishing between different parameterizations of G%. This technique, suggested in
1981, ' was found later to be insensitive to the influence of final-state-interactions,

. . 58,10,11
meson-exchange currents, and isobar configurations. "

By measuring the transverse polarization Ps, the ratio ¢ = G%/G}; can be
extracted from Eq. (9) in Section 2 of the proposal, and thus G = g G, can also be
extracted because the magnetic form factor G}, of the neutron has been measured
satisfactorily or can be measured (model-insensitively) again for our kinematics (see
our proposal for CEBAF E89-05 Extension). For this experiment, the uncertainties
in g can be calculated from Eq. (16) in Section 4.1, which propagates into the total
uncertainty in G as shown in Eq. (74) in Section 4.13.

The key experimetal apparatus employed in this experiment will be the high
momentum spectrometer (HMS) of Hall C and a neutron polarimeter provided
by Kent State University. We choose the HMS because its horizontal angular
acceptance in the reversed-quad mode is the largest available at CEBAF. Details
of the neutron polarimeter and its shielding enclosure are given in Section 3 of the

proposal and shown in Figs. 7, 8A, and 8B



This experiment is optimized in terms of finding the maximum figure-of-
merit (FOM), defined in Eq. (33) in Section 4.4, which is equivalent to finding
the minimum data acquisition time for a desired relative statistical uncertainty.
This FOM associated with a triple-differential cross section averaged over the
detector acceptances differs from the conventional FOM associated with a “point”
(unaveraged) triple-differential cross section. We found that the FOM has a
maximum at a relatively large electron scattering angle [see, for example, Fig. 22
for Q% = 1.0 (GeV/c)?] for all the Q% points proposed for this experiment, and
thus the experiment is designed to be carried out at these relatively large electron
scattering angles as given in Table II(c) of the proposal. We present in Section
4.11 the reasons for the difference between the FOM as defined in Eq. (33) and
the FOM defined in terms of the “point” cross section. The latter definition favors

small electron scattering angles [as shown also in Fig. 22].

The values of the averaged triple-differential cross section are calculated from
MCEEP"" and presented in Table IX in the proposal. The angular acceptances
in both neutron and electron arms are determired partially by considerations
of the neutron energy resolution (described in Section 4.6) and the background
reduction (described in Section 5); the final choice of the angular acceptances is
Af, = +3.00°, A8, = £3.40°, Ag;, = £0.0750°. Careful attention has been given
to the angular matching of both arms as described in Section 4.8. These studies
justify the angular acceptances given above, and the vertical angular acceptance
A} of the electron arm is matched kinematically with A¢} of the neutron arm.
With these angular acceptances and the values of the averaged triple-differential
cross sections from MCEEP, we estimated the real counting rates from Eq. (56)
in Section 4.10 of the proposal. Also, as described in Section 4.12, we calculated
the accidental counting rates from Eq. (69) by scaling the observed accidental
counting rates in our earlier experiment at Bates. The reals and the accidental
counting rates are listed in Table X of the proposal for a luminosity of 3.2 x 10%®
cm~%s~1, With these counting rates and data acquisition times chosen as described

in Section 6 and shown in Figs. 38 through 12. the relative statistical uncertainties

vy



in G% are calculated and given in Table X with values of AG%/GY% ranging from
S 10% [at @ = 0.3 (GeV/c)¥] to S £30% [at Q% = 2.0 (GeV/c)?] depending
on the actual values of G;. The projected statistical uncertainties are shown in
Fig. 29 for the dipole, Galster, and G% = 0 parameterizations. As shown, these
uncertainties make it possible to distinguish between different parameterizations
of G%; the numerical values of these projected results are listed in Tables XVI,
XVII, and XVIII. Also we estimated the uncertainties in G} for parameterizations
other than the three cases studied in detail (viz., dipole, Galster, and G = 0); as

shown in Fig. 30, the uncertainties will be in between those of the three cases.

We studied backgrounds with the CEBAF Large Acceptance Spetrometer
Event Generator (CELEG).21 These studies show that the inclusive background
neutrons from inelastic scattering can be reduced substantially by proper choice
of the neutron angular acceptance. We show these results in Figs. 31 through 36.
Also, we studied possible backgrounds from pion production processes and found

that the experiment will be free from these backgrounds as shown in Fig. 37.

We propose initially to carry out a measurement of G% at Q% = 1.0 (GeV/c¢)?,
and then to make measurements at other Q% points in separately scheduled runs.
The data acquisition times with a liquid-deuterium target are 150, 250, 500,
500, and 800 hours at Q% = 0.30, 0.50, 1.0, 1.5, and 2.0 (GeV/c)®. The two
measurements at Q% = 0.30 and 0.50 {GeV/c)? may be carried out at the Bates

Linear Accelerator Center.

Finally, we provide two appendices. Appendix A deals with the important
issue of model-insensitivity of this experiment based on Arenhovel’s calculations
made explicitly for the Q% values proposed for this experiment. The figures and
tables presented in Appendix A indicate that our choice of the angular acceptances
will preserve the model-insensitivity of this experiment. Appendix B deals with
another important issue of neutron polarimeter calibrations, which describes how
the analyzing power and the efficiency of the neutron polarimeter was measured

for Bates E85-05.
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CEBAF E89-05

The Electric Form Factor of the Neutron from the d(é,e'il)p Reaction

1. Scientific Background and Moetivation

The electric form factor G% of the neutron is a fundamental quantity needed for
the understanding of both nucleon and nuclear structure. The dependence of G% on
Q?, the four-momentum-transfer-squared, is determined by the charge distribution
of the neutron. At Q% = 0, the slope of G% is known to 2% accuracy by scattering
neutrons from atomic electrons’ . At @2 > 0 the electric form factor G% is small
and poorly known. Present models of the neutron predict different values of G
at high momentum transfer; accordingly, good determinations of G% will provide
an important test of these models. Also the influence of G% is not negligible in the
interpretation of electron scattering from nuclei at high momentum transfer. For
these reasons, it is of paramount importance to obtain reliable determinations of

T with smaller uncertainties than before.

At high values of Q?, the values of G according to some models are comparable
or larger than the values of G%, the electric form factor of the proton; for example,
for the dipole parameterization of G, and GI:E" shown in Fig. 1 as a function of
Q?, the magnitudes of G% and G'% are comparable in the Q? region of above about
1 (GeV/c)?, which is accessible at CEBAF. Because the isovector form factors of
nuclei are essentially proportional to the difference GPE — G% (and the isoscalar
form factors are essentially proportional to the sum G% + G%), the value of G is
needed for the understanding of electron scattering experiments that probe atomic

nuclei at high momentum transfer.

Our present knowledge of the electric and magnetic form factors Gg and Gy for
protons and neutrons was obtained from measurements of the angular dependence
of the cross section by elastic electron-proton scattering and quasielastic electron—
deuteron scattering. Previous experiments contain large systematic errors because
of uncertainties in the theoretical description of the deuteron, mostly from final-

state interactions (FSI) and meson-exchange currents (MEC). Based on a recent

1
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measurement of quasielastic electron-deuteron scattering at Saclay, Platchkov et
o’ inferred G% up to Q* = 0.78 (GeV/c)? by unfolding the Paris potential;
however, unfolding with other potentials yields different form factors. The results
of Platchkov et al. for G%L(Q?) vs @* by unfolding the Paris potential are shown
in Fig. 2; their deduced results for G% by unfolding with four potentials are shown
in Fig. 3. The uncertainties or model dependencies are too large to distinguish
between different models. Lung el al.’ reported new measurements from SLAC-
NE1l of quasielastic e-d cross sections at forward and backward angles, which
permit Rosenbluth separations of G and G}, at Q% = 1.75, 2.50, 3.25 and 4.00
(GeV/c)?. Although Lung et al.’ stated that their G% data from SLAC-NE11
were consistent with (G%)? = 0 for 1.75 < Q2 (GeV/c)? < 4.00, the correct Q-
dependence of G} remains in doubt; for example, our preliminary result from Bates
E85-05* in combination with the data of Lung et al.’ favors the Galster type of
parameterization of GT;, and the fit shown in Fig. 4 to the combined data excludes
% = 0 at a confidence level of 95%.

Arenhével® calculated the effect of the electric form factor of the neutron G%
on the polarization transfer in the d(€, ¢'7)p reaction in the quasifree region, where
the deuteron serves as a neutron target while the proton acts mainly as a spectator.
Using a nonrelativistic theory and a realistic nucleon-nucleon potential, Arenhdvel
found that the sideways polarization of the recoil neutron Pg:, which vanishes for
coplanar kinematics and unpolarized electrons, is most sensitive to G% for neutron
emission in the quasifree case. Using the parameterization of Galster et al® for
G%, Arenhovel’s calculation indicates that even away from the forward-emission
direction (with respect to the direction of the momentum transfer '), the increase
in the sideways polarization of the neutron Pgs prevails up to a neutron angle of
nearly 30° measured with respect to ¢™ in the center-of-mass system. In the
forward direction with respect to §™, Arenhé6vel found also that the neutron
polarization Pg: is insensitive to the influence of final-state interactions, meson-
exchange currents, and isobar configurations, and that this lack of sensitivity holds

again up to an angle of nearly 20° away from the forward direction with respect
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to §°™, which as shown in Appendix A corresponds to a laboratory angle of
about a few degrees away from the forward direction with respect to §%. In
Appendix A, we discuss the range of recoil momenta and laboratory scattering
angles 95;‘,;’ allowed by the calculations of ,‘kre.-llhc':}vel,-Ir which he made explicitly
for the kinematic conditions proposed for this experiment. His result for each
particular set of kinematic conditions can be converted to a neutron angular spread
(with respect to § ) in the lab system within which the neutron polarization Pgr will
be insensitive to the influence of final-state interactions, meson-exchange currents,
and isobar configurations. These angular spreads are larger than the angular
acceptance of the neutron polarimeter designed for this experiment. Arenhdvel also
studied the influence of different deuteron wave functions on the transverse neutron
polarization Pg. His results for quasifree kinematics (i.e., for neutron emission
along § ) show almost no dependence on the deuteron model. The Arenhdvel
calculation shows that dynamical uncertainties are very small. Finally, Beck and
Arenhével® investigated the role of relativistic effects in electrodisintegration of
the deuteron for quasifree kinematics. They find that the dependence on the
parameterization of the nucleon current in terms of Dirac-Pauli or Sachs form

factors is reduced considerably by inclusion of the relativistic contributions.

Rekalo, Gakh, and Rekalo® used the relativistic impulse approximation to
describe the polarization effects sensitive to G} in deuteron electrodisintegration.
In the deuteron quasielastic peak, the neutron polarizations calculated in the
relativistic approach agree with the results of Arenhével.” A later study by
Mosconi, Pauschenwein, and Ricci'® of nucleonic and pionic relativistic corrections
in deuteron electrodisintegration does not change the results of Arenhovel. La.get11
investigated the effects of nucleon rescatterings and meson-exchange currents on
the determination of the neutron electric form factor in the d(€,e'R)p reaction.
He concluded that the measurements of the sideways polarization of the neutron
appears to be the most direct way to determine the neutron electric form factor.
He concluded also that in quasifree (colinear) kinematics, the neutron polarization

in the exclusive reaction is equal to the value expected in the elementary reaction



n(€,e'); in contrast, Friar'® showed that the neutron polarization in inclusive
scattering is scaled down by a large dilution factor. Laget B concluded further that
corrections from final-state interactions and meson-exchange currents are negligible
above Q% = 0.30 (GeV/c)?, but that these corrections become sizable below this

momentum transfer.

Gari and Krﬁ.mpelma.nn14 reanalyzed the electromagnetic form factor data of
the nucleon with emphasis on the neutron electric form factor. They showed that
strange quark contributions can reduce the neutron electric form factor at low Q?
with little effect on the other nucleon form factors. They concluded that “precision
measurements of the neutron electric form factor are... of greatest importance for

an understanding of nucleon structure.”
2. Measurement of G“E with a Neutron Polarimeter.

Arnold, Carlson, and Gross * (1981) suggested that G might be determined
more accurately by measuring the polarization of the recoil neutron after quasielas-
tic scattering of a longitudinally-polarized electron from an unpolarized neutron.
The components of the polarization of the recoil neutron lie in the scattering plane
of the electron and the recoil neutron. The polarization component normal to the
scattering plane vanishes in the one-photon-exchange approximation. The compo-
nent of the neutron polarization parallel to the scatiering plane but normal to the
momentum transfer is proportional to G%. According to the Madison convention
(1970), these nonzero components of the neutron polarization are the sideways
component Pg and the longitudinal component Pr/, where L' denotes the direc-
tion of the path of the recoil neutron and, in a right-handed coordinate system, S’

lies in the scattering plane.

The polarization transfer coefficient of special interest here is Drs because it

is related to G% in the impulse approximation:

LD1s = ~2(Gh GRWT LT tan (5 ) = ~(CUCD 4G, (1)
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with
1
L= (G} + (G [+ + 1400] = (17 + (@11 BOS, @)
Here 7 = Q%/4M? and 4, is the electron scattering angle. The quantity [,/(1 + 7)
is just the cross section (in units of the Mott cross section) for elastic scattering of

unpolarized electrons from an unpolarized neutron; that is, do/dQ = apro Io/(1+

7). The Mott cross section ops,::(fe) for a structureless nucleon is given by
o\ (E'\® (%
={=)l= = 3
aMoﬁ(aG) (Qz) ( E ) cot ( 9 ) ( )

Q? = 4EE' sin® (%‘) (4)

with

and
E 1
E = 14 2(E/M)sin®(6./2)

()

Here E is the incident electron energy, and a is the fine structure constant.

From Egs. (1) and (2), the polarization transfer coeficient D is given by

—(Ge/Gwm) A(b.)

PL' = 56 + (Gs/Gu ©

with
A(8.) = 24/7(1 + 7) tan (92-) o

and
B(6.) = 7 + %Az(a,). (8)

For the case of a longitudinally-polarized electron beam, D;g/ is determined
from the relation Pg» = PpDpg by measuring the neutron polarization Pgs for a
known (measured) longitudinal electron polarization P;. Note that Dps = Pgr
for 100% polarization of the incident beam (i.c., for Pr = 1).

8



From Eq. (6), the ratio G%/G%; (= g) is given by the following expression:

_Gn (A2-4BDi ) -4 )
I=e " 2Ds |

We discarded the negative sign in front of the square root because of the physical
constraint that G /G — 0 as Drsr — 0.

Arnold, Carlson, and Gross 1 (1981) calculated the recoil polarization Pg
for various nucleon form factors. Plotted in Fig. 5 is the polarization transfer
coefficient Dyg at an electron scattering angle §, = 50° for several different form
factor models. All five models give plausible estimates for G within the range
covered by the large uncertainties at the present time; however, these models
predict large variations in the neutron polarization Pg:. We are planning to
measure the polarization of the recoil neutron at Q% = 0.30, 0.50, 1.0, 1.5 and
2.0 (GeV/c)? with uncertainties that will be able to distinguish between different
parameterizations such as the dipole parameterization G = —7GY;, the Galster

parameterization G = —1G% (1 + 5.67)"!, and G% = 0.
3. Experimental Arrangement

Figure 6 is a schematic diagram of the experimental arrangement. A longitudi-
nally polarized electron beam is incident on an upolarized liquid-deuterium target.
A neutron polarimeter measures the transverse polarization Pss of the recoil neu-
tron at a laboratory emission angle 8, after quasielastic scattering of the electron
from an unpolarized neutron in deuterium. A magnetic spectrometer measures the
momentum of the electron scattered at an angle 8,. The recoil neutron is measured
in coincidence with the scattered electron. The neutron kinetic energy for the real
electron-neutron coincidence events is obtained from a measurement of the neutron

time-of-flight from the target to the front analyzer detectors in the polarimeter.
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Fig. 5  The Polarization Transfer Coefficient Drg: (Pg for Py = 1) at an
Electron Scattering Angle 8. = 50° Calculated for Various Nucleon Form Factors

as a Function of Q2.
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3.1 Neutron Polarimeter

The neutron polarimeter shown in Fig. 7 was designed and constructed at
Kent State University specifically for measurements of the neutron electric form
factor.”> This polarimeter was calibrated (in August 1989) with polarized neutrons
of about 134 MeV (for Bates E85-05) from the Indiana University Cyclotron
Facility (IUCF). It will be calibrated at 160 MeV (for Bates E89-04) at the [UCF;
and at neutron energies up to 1100 MeV at Saturne. This polarimeter consists of
twelve 10.16 cm thick scintillation counters — four primary scatterers (1 through
4) and two sets of four rear detectors (5 through 12). The rear detectors are
located at a polar angle & with respect to the direction of the three-momentum
transfer ¢. For neutrons of about 135 MeV, # ~ 21°. The mean flight path from
the point midway between primary scatters #2 and #3 to the midpoint of each
rear detector array is 2.75 m for the measurements proposed for CEBAF E89-05.
All 12 scintillation detectors are mounted with the long dimension normal to the
plane of the paper. The rear scintillators are 1.016 m long by 0.254 m high (NE-
102) plastic; for CEBAF E89-05, the front scintillators are 1.016 m long by 0.254
m high (NE-102) plastic. [For Bates E85-05, the front scintillators were 0.508
m long by 0.254 m high (BC 517L) mineral oil scintillators. The lucite plastic
container for each of the front scintillator has a wall thickness of 0.95 cm]. In front
of each set of four detectors is a thin (0.95 cm) plastic scintillation counter to veto
charged particles. The design of the polarimeter is based on the properties of n-p
scattering as a polarization analyzer. This polarimeter configuration (of four front
analyzer scintillators and eight rear detectors for scattered neutrons) requires that
the front and rear detector signals be processed independently to allow simplified

data processing and easy on-line observation of the relevant polarimeter signals.

Because measurements of the neutron polarization will be made at different
values of Q?, it is necessary to move the neutron polarimeter to neutron scattering
angles §, that are matched kinematically to the associated electron scattering

angles 6..

12
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3.2 Steel Collimater and Shielding Enclosure

Based on measurements of neutrons in the test runs at Bates (in February and
June 1989), the neutron polarimeter must be contained in a shielding enclosure
similar to that shown in Fig. 8A. In Bates E85-05, the rear wall and the two side
walls are high density (p = 3.9 g/cm®) concrete, four-feet thick, obtained from
the Cambridge Electron Accelerator. The roof of the enclosure was covered with
high-density concrete roof beams, two-feet thick. The interaction mean free path
in normal density (p = 2.3 g/cm?) concrete for 75 MeV neutrons is about one foot;
therefore, the transmission of 75 MeV neutrons is about 1.8% through four feet; for
high-density (p = 3.9 g/cm®) concrete, the interaction mean free path is about 18
cm (~ 7 in) for 75 MeV neutrons and the transmission is about 0.10%. The front
wall consists of lead, 4 in. thick, supported by two steel plates, each 1% in. thick; in
addition, steel blocks were used to collimate the front detectors of the polarimeter
and to provide additional shielding for the rear detectors. The transmission of
neutrons with kinetic energies & 100 MeV through this front shielding wall of
10.16 cm of lead plus 6.350 cm of steel is 39 percent. Because this front shielding
wall contains about 22 radiation lengths, the reduction in energy of a high-energy
photon incident on this front shielding is expected to be so large as to be below
the detection threshold. A steel shadow shield, three-feet thick, was used to block

the direct path of neutrons from the target to measure the room background.

.For CEBAF E89-05, we show the plan view of the shielding enclosure of the
neutron polarimeter in Fig. 8B; a side view was shown in Fig. 8A. The rear wall and
the two side walls are normal density (p = 2.5 g/cm?) concrete, eight-feet thick,
obtained from the University of [llinois accelerator. The roof of the enclosure is
covered with normal-density concrete roof beams, 42-inches thick. The front wall
consists of lead, 4 in. thick, poured into steel containers with 1.25 in. walls. The
shielding enclosure together with the supporting base weighs about 1400 tons as
listed below:

14



Shielding Components Weights (tons)

1. Shielding Enclosure 530.4
1.1 Sides (2.5 g/cm?® concrete) 400.4
1.2 Roof (2.5 g/cm® concrete) 126.5
1.3 Floor (steel) 3.5
2. Collimator 120.4
2.1 Steel (7.87 g/cm?) 83.9
2.2 Concrete (2.5 g/cm?) 36.5
3. Lead-steel Wall 21.3
4. Base (3.25 g/cm® concrete) 707.0

No concrete below steel wall

TOTAL 1379.1

4. Design of the Experiment

4.1 Uncertainty in G%/G3 = g

We want to design this experiment to measure G with the smallest practicable
uncertainty AG%. The polarization transfer coefficient Dys: in the d(¢, e'i)p
reaction is given by Bq. (6): Dzs = —gA(6.)/[B(8) + ¢°] with ¢ = G%/GY,
and the kinematic functions A(f.) and B(d.) as defined by Egs. (7) and (8). From
Eq. (6), the ratio g is given by Eq. (9): ¢ = [(4® — 4D%., B)Y/2 — A]/(2Dys).
For a given Q?, g depends only on the two independent variables §, and Dps:;
accordingly, the relative uncertainty Ag/g is given by:

Ag\*® [ 8lng \*/AD;s\? 6 (dlng : 2
(?) B (3111 DLS') ( Dps ) * ( 89, ) (Afe) (10)
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with

Blng_(31ng)(dlnA)+(3lng)(dlnB> an
86, \dlmA/ \ 48, 3B,/ \ db., )

In view of Eq. (9) and the following definition of the function fj,

A
hUe) = ’ 12
fl(DLS?B) (A2_4DESIB)1/2 ( )
we can write
dlng
B Dy — H(Drs,be) (13)
dln
ﬁ = —fi(Drs,0.) (14)
dlng _ fi{Drs,0.) + 1 (15)

dln B~ 2

Substituting these expressions for the partial derivatives into Eq. (10), we obtain

Ag\2 ADrg\?

(—2) =ff(Dst9=)( Ls) + f3(Drsr, 8 )(A6e), (16)
g DLS'
where
_ Olng __dlnA fi+1dlnB
f2(DLS'1ge) == age = fl doe - 2 dge ’ . (17)
dln A M 241'2(14-21") 1
B, [1 * (E) A2 | sind,’ (18)
dln B

(19)

db. E A? tan?(4,/2) Bsiné,’

1+ (_ﬂ:{)’ 271 +2(1+ 2f)ta-n"(9e/2)]} A’

In the next three sections, we will discuss relative contributions in Eq. (16) to the

relative uncertainty Ag/g.
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4.2 Statistical and Scale Uncertainties

The polarization transfer coefficient Dyg is just the scattering asymmetry
¢ scaled by the product AyPr, where Ay is the average analyzing power of the

neutron polarimeter, and Py is the beam polarization:

(20)

Because a measurement of the scattering asymmetry ¢ relates directly to the statis-
tics of the coincidence events IV, and because we perform separate measurements
of the scale factors P and Ay, we make separate estimates of the statistical and

the scale uncertainties in Dygs. The relative statistical uncertainty in Dy g is given

by:
ADpg _A¢
( Dpg )atat N 3 ' (21)

The relative scale uncertainty in Dy g is given by

(ADLS,) _ (AAy)2+(APL)2
DLS' scale A!f PL

The relative statistical uncertainty in Dpg is inversely proportional to Drgr as

1/2

(22)

shown in Eq. (31) of Section 4.4, while the relative scale uncertainty in Dy will
have a constant value that depends on the precision of the measurements of Ay
and Py. We expect to achieve of about six percent for (AD[g:/Drst)scate- [For
Bates E85-05, we found APr/P S 0.05 and A4, /A, ~ 0.05].

We will project the statistical uncertainty separately from the scale uncertainty,
and we will endeavor to obtain a statistical uncertainty that will be comparable
to the scale uncertainty. For a quadrature combination of statistical and scale
uncertainties, the total relative uncertainty in Dyg is

(ADLS.)Z _ (ADLs- )’ } (ADLS.)2 (23)
Dys Dys Dyps

stat scale
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Now Eq. (16) for the total relative uncertainty in g can be rewritten:

2 2 2 2
A A
g g / stat 9 / scale g syst

with the statistical uncertainty

2) (A} (2
(g)stat fl(DLS' )stat ;i § , (25)

the scale uncertainty

1/2
Ag) ADpg A4 \?  /aPp\?
( 9 / scale Dyps scale Al! Pr
and the systematic uncertainty
A
(32) = s, (1)
g syst

4.3 Mimimum Uncertainty in ¢

The squared relative uncertainty (Ag/g)? has a minimum, which occurs at an
incident energy near the energy that corresponds to the vanishing of the function fs.
We illustrate this statement by plotting in Fig. 9 the squared relative uncertainties
versus the incident beam energy for the case of Q% = 1.0 (GeV/c)?. Panel (a) is
for the Galster parameterization [g = —7/(1 + 5.67)]; panel (b) is for the dipole
parameterization [g = 7). The (Ag/g)?,,; (= (f28,)?] term in Eq. (24) vanishes
when the function f; vanishes, and the (Ag/ g)iwt term is small compared to either

(Ag/9)hae [= (f1AE/€)*] or (Ag/9)}car [= (LAAY/Ay)* + (fLAPL/PLY] over a

range of beam energies around the energy that corresponds to the vanishing of the

function f2. In this energy region, the relative uncertainty Ag/g is given to a good

20
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approximation by

- {(%)2 * (%)2 rz = fl(DLsuGe)ADLS'- (28)

g g/ stat g scale

From Eq. (28) we see that the relative uncertainty Ag/g will be a minimum for a

desired ADrg when Dgg/f1 is a maximum.

4.4 Minimum Data Acquisition Time and Figure — of — Merit

In this section, we will show that the data acquisition time will be a minimum
for a specified relative statistical uncertainty (Ag/g)stat When (Drg/f1)?(o3) is
a maximum. Here (o3) is the triple differential cross section averaged over the

acceptances. The product (Dzg:/f1)*(o3) is a figure-of-merit for this experiment.
The data acquisition time T required to obtain N events with a counting rate
Ris

T==. (29)

The number of events N needed to measure the ratio g with a specified relative

statistical uncertainty (Ag/g)stat is given by

]
| =

1+2/r [ 1
N = , T (30)
( A-EPE ) (Ag/g)ftat(DLS'/fl)z
where A, is the average analyzing power of the polarimeter, Pp is the beam
polarization, and r is the ratio of the real counting rate R to the accidental counting
rate A. [ The derivation of Eq. (30) is based on the fact that the relative statistical

uncertainty A¢/¢ in the measured asymmetry § is

(5)2=1+2/r C1=2r 142 31)

¢ &N PLAIN  AXPIDIoN

The first equality in Eq. (31) follows from the fact that A¢ = (1 + 2/r)1/2 N2,

The factor 1/N'/? comes from a binomial distribution for N events. The factor
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(1+2/r)Y/% comes from the subtraction of the accidental rate (A) from the real
plus accidental rate (R + A4). The second equality in Eq. (31) uses the fact that
{ = Pg Ay; the third equality uses Psy = P;Djpg. Solving Eq. (31) for N and
using Eq. (25), we obtain Eq. (30) |.

Now because the real counting rate R is proportional to (o3}, the triple
differential cross section averaged over the acceptances, the data acquisition time

can be written:

1
L BeTaRaDis 7o) (32)

Equation (32) follows from Eq. (30). For a desired relative uncertainty (Ag/g)stat,

we see from Eq. (32) that the data acquisition time 7 will be a minimum when
the quantity (Drg:/f1)?(o3) is a maximum. The figure-of-merit (FOM) for this
experiment is
Drs\?
FOM = (—in) (o3) (33)

1

The figure-of-merit is a function of the electron scattering angle 8,. We illustrate
for Q% = 1.0 (GeV/c)? with the dipole parameterization (g = —r) and the Galster
parameterization [g = —7/(1+5.67)]. Plotted as a function of 8, is D; s in Fig. 10,
the function f in Fig. 11, and the quantity (Dys /f)? in Fig. 12. The quantity
(Dirsi/f1)? reaches a maximum at relatively large scattering angles. Because f;
is 1a.rge1" than unity, the effective polarization transfer coefficient szs'f =Drg/fi
is smaller than the actual polarization transfer coefficient Drs. We will show
later in Section 4. 10 that the figure-of-merit is 2 maximum also at relatively large

scattering angles.

4.5 Optimal Kinematic Conditions

In Table I, we list some possible kinematic conditions for five values of Q2
in the range 0.30 < Q*(GeV/c)? < 2.0. For each Q? point, there is an optimal
beam energy (and an associated electron scattering angle) that gives the minimum

relative uncertainty Ag/g, where g = %/G?%y, achievable in a fixed data
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acquisition time. This optimization occurs because the relative uncertainty Ag/g
is a function of the electron scattering angle, as shown in Section 4.1; accordingly,
for a given Q? point, the relative uncertainty Ag/g for a fixed data acquisition time
is a function of the beam energy. Because the data acquisition time to measure the
neutron polarization Pg is proportional to the inverse square of the polarization
uncertainty APg, the relative uncertainty Ag/g will be a minimum for a given
data acquisition time (or fixed APs or ADyg) when Ps (or Drg) is near its
maximum value. Actually, as shown in Section 4.2, the relative uncertainty Ag/g
is a minimum for a given data acquisition time when Dfg /fi is a maximum, where
fi = A/(A? — 4B D},)"? with A and B given in Eqgs. (7) and (8). Note that
the optimal beam energy depends on the model chosen for the form factor; for
example, if G% follows the dipole parameterizaion (g = —7), the optimal energy
to measure G% for Q% = 2.0 (GeV/c)? is 1.6 GeV, while it is 3.2 GeV if G% follows
the Galster parameterization [¢ = —r /(1 + 5.67)).

We determined the optimal kinematic conditions for the dipole and the Galster
parameterizations of G}, and then selected a single set of optimal kinematic
conditions based on the study of these two parameterizations. The optimal
kinematic conditions selected from Table I are listed in Table II(a) for the dipole
parameterization and in Table II(b) for the Galster parameterization; and in Table
II(c), we give the single set of optimal kinematic conditions chosen for the design
of this experiment. Because the energies of the electron beams at CEBAF are
available only with discrete values 0.8 GeV apart, we determined the optimal beam

energies for the measurement at each of the five propesed Q2 points.

[ 2+
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Table I. Possible Kinematic Conditions

@ T. P | E| 6| 6]| P
(GeV/c)* (MeV) (MeV/c) (GeV)| (deg)| (deg)| (MeV/c)
2.0 1064 1771 4.0 ; 23.9{ 42.0 2935

3.2 | 31.41 38.9( 2134
24 | 46.6] 33.1 1333
1.6 }100.04 17.2 533
1.5 799 1464 4.0 | 19.8| 47.5| 3201
3.2 | 25.5( 45.0} 2401
24 1 36.4( 40.5| 1600
1.6 | 65.6] 29.8 799
1.0 532 1133 4.0 | 15.6] 54.3| 3462
3.2 | 19.7] 52.5| 2667
2.4 | 27.3] 49.1] 1867
1.6 | 45.0| 41.2] 1066
0.50 267 757 4.0 | 10.5] 64.1| 3732
3.2 | 13.4| 62.7| 2931
24 | 18.0f 60.5| 2132
1.6 | 28.0} 55.9| 1333
0.8 | 65.71 39.8( 532
0.30 160 572 40 | 8.0 69.6| 3839
3.2 | 10.1| 68.5| 3038
24 1 13.7| 66.8] 2238
1.6 | 20.8| 63.4] 1439
0.8 | 45.1} 52.3 638
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Table II. Selected Kinematic Conditions
for Hall C in the Reversed-Quad Mode

(a) For the Dipole Parameterization

Q? Ta P, E| 6 | 6.| P
(GeV/c)*| (MeV)| (MeV/c) (GeV)| (deg) | (deg)| (MeV/c)
2.0 1064 | 1771 | 1.6 [100.0417.2t| 533
1.5 799 | 1464 | 1.6 | 65.6 | 29.8| 799
1.0 532 | 1133 | 1.6 | 45.0 ] 41.2| 1066
050 | 2671 757 | 0.8 | 657 39.8] 532
0.30 | 160 572 | 0.8 | 45.1) 52.3| 638

(b) For the Galster Parameterization

Q? T, P, E | 8| 6a P!
(GeV/e)l (MeV)| (MeV/c)| (GeV)| (deg)} (deg)| (MeV/¢)
2.0 1064 1771 3.2 | 31.4| 38.9] 2133
1.5 799 1464 2.4 | 36.4| 40.5| 1600
1.0 532 1133 1.6 | 45.0( 41.2| 1066
0.50 267 757 1.6 | 23.0( 55.97 1333
0.30 160 572 0.8 | 45.1| 52.3 638
(c) For the Experiment
Q? T. Pa E| 6| 6| P
(GeV/c)| (MeV){ (MeV/c)| (GeV)| (deg)] (deg)| (MeV/c)
2.0 1064 1771 2.4 | 46.6| 33.1| 1333
1.5 799 1464 1.6 | 65.6) 29.8 799
1.0 532 1133 1.6 | 45.0( 41.2] 1066
0.50 287 757 0.8 | 65.7] 39.8 532
0.30 160 572 0.8 | 45.1] 52.3 633

* HMS restricted to 8, < 90°

t Not allowable by shielding at z = 9.70 m
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4.6 Flight Path and Energy Resolutions

As shown later in Section 5, background from inelastic processes can be reduced
to a small fraction of quasielastic signal events by a suitable choice of Afn, the
horizontal angular acceptance of the neutron polarimeter. Based on these Monte
Carlo simulations, we chose Af, = £3.00°. Later in Section 4.8, we will show
that this horizontal angular acceptance of Af, = =3.00° is a suitable choice
in terms of horizontal angular matching for each of the kinematic conditions
proposed in the last section. The flight path = (to the center of the front detector
array of the neutron polarimeter) that corresponds to a horizontal angular interval
Af, = £3.00° = £52.4 mr for front neutron detectors of width w = 40 in = 1.016

mis 9.70 m:
w 1.016
T 2Af, 2 x52.4x 103

z =9.70 m. (34)

At this flight path and for a resolving time r = 0.70 ns (fwhm), neutron energy
resolutions are listed in Table III for the proposed points at @? between 0.30 and 2.0

(GeV/c)®. The neutron energy resolutions are calculated from the usual relation:

oo (3 (2)

Table III. Neutron Energy Resolution*

L
F)

(35)

Four-Momentum-| Neutron] Lo:entzl Flight Energy

Transfer Squared| Energy | Factor| Time| Resolution
Q? Tn ¥ t [AT/T] AT

(Gev/e)? (MeV) (ns) | (%) |(MeV)

2.0 1064 | 2.131 | 36.6 | T.2 77
1.5 T99 1.848 | 385 | 5.5 44
1.0 532 1.564 | 42.1 | 3.9 21
0.50 267 1.284 | 51.6 { 2.5 8.7
0.30 160 1.170 | 62.3 | 1.9 3.1

*Forx=970m, Az = £5.0 ecm, At = £0.35 ns.
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4.7 Comparision of Hall A HRS and Hall C HMS

In Table [V, we list some features of the Hall A High Resolution Spectrometer
(HRS) and the Hall C High Momentum Spectrometer (HMS) for both normal-
and reversed-quad operating modes. In the normal operating mode, the magnet
in the Hall A High Resolution Spectrometer (HRS) has a vertical-to-horizontal
aspect ratio of 1.85; the horizontal angular acceptance is +30 mr, and the vertical
angular acceptance is £55 mr. The momentum acceptance of the Hall A magnet
is =5 percent for electrons with momenta from 0.3 to 4 GeV/c. In the normal
operating mode, the HMS in the Hall C has a vertical-to-horizontal aspect ratio
of 3.30; the horizontal angular acceptance is +25 mr, and the vertical angular
acceptance is +83 mr. The momentum acceptance of the Hall C HMS is +10
percent, which is twice that of the Hall A HRS. For either the Hall A HRS or the
Hall C HMS magnet, the minimum angle between the beam and the magnet is
12.5°; the maximum angle of the electron arm is 165° for the HRS and 90° for
the HMS. It should be noted that both the Hall A HRS and the Hall C HMS
can be run in the reversed-quad operating mode. We are particularly interested
in the reversed-quad mode with the Hall C HMS because the horizontal angular
acceptance increases to slightly more than twice that of the Hall A HRS in the
normal operating mode. This increase in the horizontal angular acceptance results
in a significant increase in the coincidence counting rate, which will reduce the
statistical uncertainties if the experiment is to run for the same time period; or

conversely, the data acquisition time to achieve a desired statistical uncertainty

will be about one-half of that with the Hall A HRS.
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Table IV. Comparison of Hall A HRS and Hall C HMS

Parameters Hall A HRS Hall C EMS
Normal Reversed-Quad| Normal Reversed-Quad

Maximum Horizontal Angular

Accepiance, Af, (mr) +30 +36 £28 162
Maximum Vertical Angular

Acceptance, Ag,(mr) =55 +98 +82.5 +22.5
Minimum Scattering Angle,fm:n(deg)| 12.5 22* 12,5 12.5

Maximum Scattering Angle fmqx(deg)| 165 165 90 90
V/H ratio 1.85 2.72 3.30 0.36

H/V ratio 0.55 0.37 0.30 2.75

Momentum Acceptance
Ap/p (%) £5 +4 £10 +5
Maximum Momentum, pmaz(GeV/e)| 4.0 2.4 7.5 7.5

Momentum Resolution, §p/p 1x10°* 3x10-* <1x10™% ~1x1073

E89-05 Design Horizontal Angular

Acceptance, Af,(deg) 1.70 2.00 1.43 3.40
Target-Collimator Distance,zr¢ (m) 1.67 0.85 1.2t 1.2t
Target- Aperture Distance,zr 4 (m) 1.36 0.56¢ 1.2! 1.2t
Central Path Length, L;(m) 23.4 23.4 27 27
Spread in Path Length, AL/L, +1/80 +1/80 +2.5 x 10~* +1.25 x 10-3
Time Resolution, At/t +1/80 +1/80 +2.5x 10~% £1.26 x 103
Time Spread, A#(ps) +£1000 +1000 +£2250 +1125

* Q1-Q2 moved forward 80 cm. Front quad Q1 has an aperture of 15 cm.
t Collimator defines acceptance for 5.0 cm target.

{ Radius of scattering chamber is 50 cm.

4.8 Solid — Angle Matching for Electron — Neutron Coincidences;

Acceptances and Solid Angles

In order to optimize the electron-neutron coincidence rate, we want to provide
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the best match between the angular acceptance of the electron spectrometer and
the angular acceptance of the neutron polarimeter; thus, we examine the matching

in the horizontal (6) and the vertical (¢") planes.

e Horizontal (#) Matching

For the case of elastic scattering from a stationary neutron, transverse momen-

tum conservation (pS = p") in the electron scattering plane requires that
Pl =pesinf. =p’} = pysiné,. (36)
Longitudinal-momentum conservation in the reaction plane requires
Po = pﬁ + pl"‘ = Pe COS B, + Py, cOs Oy, (37)

Here the momentum of the incident electron p, = E in the approximation m. =
(which we will use throughout this section), the momentum of the elastically-
scattered electron p, = E' = E/[14 2(E/M)sin*(8,/2)], and p, is the momentum
of the recoil neutron. These momentum conservation equations lead to the

following kinematical relations:

1
tan b, = 1+ E/M)tan(8./2)’ (38)

_ Esinf./1+ (1+ E/M)*tan’(6./2)
b= 1+ 2(E/M)sin®(8./2) =2/ 47 (39)

The last equality in Eq. (39) follows by using Egs. (4) and (5). From Egs. (38) and
(39), we have the horizontal angular kinematical matching functions (df,/dd.)*:

(d&n)k —(1+ E/M) (40)

4. /g 2L+ (1+ E/M) tan? (4, /2)] cos?(9./2)’
(%)" _ -1 1+ E/M vT (41)
6. ) gz ~ 21+ (1 + E/M) tan?(4,/2)] | cos(8,/2) sin(6, /2,1 + s’ (@,/2) ‘
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Here the subscript E in (d8n/d8e)% or Q7 in (dﬂn/dﬂe)kq, denotes fired E or fized
Q?, respectively. The superscript k denotes that these expressions arise from
kinematics. In Fig. 13, we plot (d6n/ dGc)E, as a function of 8, for the five Q?
points proposed; and in Fig. 14, we show (df/db. )% as a function of g, for the five
E values (0.8, 1.6, 2.4 3.2, and 4.0 GeV) available at CEBAF. In this experiment,
the horizontal angular acceptance of the electron arm is fixed, viz., Af, = £3.40°
with the Hall C high-momentum spectrometer (HMS) in the reversed-quad mode;
therefore, because Q? is not fixed in the experiment, the kinematically-matched
horizontal angular spread of the neutron flux can be calculated:

k
RLE dbu Ad., 42
ot = (52, (42)

It should be pointed out that the kinematically-matched horizontal angular spread
of the neutron flux for fixed Q2 is given by:

L 8.\
(Afa)gs = (——) Ad.. (43)
dee Q3

Now, the neutron flux will be spread further because of the Fermi motion of
the neutron inside the deuteron before breaking up; this Fermi spreading can be
estimated by

Agq
q ?

(A8,)F = (44)

where g is the three-momentum transfer, and Agq is given by the Fermi momentum
in the deuteron, with a typical value Ag = vV2Me ~ 165 MeV/c. In view of
Eqs. (42) and (44), the total horizontal angular spread of the neutron flux for a

given beam energy E is

db, g Ag
de,) A8,+-E—. (45)

86, = (86a)% + (202)° = (
E

In Table V, we present the estimated horizontal angular spread of the neutron flux.

From Table V, we see that Af, is larger than +4.0 degrees for all the proposed
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kinematic conditions; however, the background study described in Section 5 favors
a smaller Af, in order to discriminate against neutrons associated with inclusive
pion emission. Here we choose a horizontal angular acceptance of A§, = =3.0° for

all the Q* points proposed.

Table V. Estimated Horizontal Angular Spread of Neutron Flux

@ le| £ | 6 g |(d8/d8.)5| "(A6n )5 1(26,)F] A6
(GeV/c)?| (deg)l (GeV)| (deg)| (MeV /) (deg) | (deg) | (deg)
2.0 46.6{ 2.4 | 33.1 1771 0.630 £2.14 | +2.11 | +4.25
1.5 65.6| 1.6 | 39.8 1464 0.474 +1.61 +2.55 | +4.16
1.0 45.0| 1.6 | 41.7| 1133 0.703 +2.39 | *+3.29 | +5.68

0.5 65.7| 0.8 | 39.8] 757 0.540 +1.84 | £4.91 | +6.75
0.3 45.11 0.8 | 52.3} 572 0.682 £2.32 | =6.51 |+8.83

* Calculated with Af, = +£3.40°

t Estimated with Ag = £65 MeV/c

e Vertical {(¢*) Matching

For electron scattering planes that are rotated about the beam axis through a
small azimuthal angle ¢ with respect to the horizontal (reference) plane, the sum

of the momentum components perpendicular to the horizontal plane must vanish;
that is,

pl sin ¢, = p} sin ¢y, (46)

or, in view of Eq. (36),

De' sint 8, sin &, = py sin By, sin Py,. (47)

In this experiment, the vertical angular acceptance A¢" in the neutron arm
is fixed with given flight path z(= 9.70 m) and vertical dimension A(= 0.254 m)
of the front detector in the neutron polarimeter; therefore, the vertical angular

acceptance A¢' in the electron arm has to be matched to that of the neutron arm.
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For the neutron arm,
v . h
Ad, = Appsinby = —, (48)
2z
and

A, A

sinf, 2zsiné,

Apn = (49)

where &, is the neutron scattering angle. For h = 0.254 m and z = 9.70 m, values
of A, are listed in Table VI for each Q? point.

Because ¢, = ™ — ¢, the magnitudes of the azimuthal angular intervals for

electrons and neutrons are equal:

Ade = |Agal. (50)
Hence, this equality means that
A6} = Agusind, = [Adusind, = 7 T2k, (51)
The values of A¢; are listed also in Table VI.
Finally, the solid angle A is:
AQ = 4A8 A¢ sinfd =4A8 A¢", (52)

where 2A8 is the horizontal angular acceptance, and 2A¢sind = 2A¢" is the
vertical angular acceptance. The numerical values of the electron and neutron

solid angles are given in Table VI for the five proposed Q? points.
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Table VI. Acceptances and Solid Angles

{a) For Hall A HRS (normal mode) and A8, = £1.70°. A8, = =26.2 mr

Q? E | Ap.® | A¢n* Apl® [AQ. AN 2Ap. AR AN,
(GeV/c)} {GeV)| (MeV/c)| deg (mr)| deg (mr) | (msr)| (msr)|(107*MeV - sr?)

2.0 2.4 53 1.37(24.0)0 1.00(17.4}| 2.07 | 1.37 3.03

15 | 1.6 | 32 |1.51(26.3) 1.37(24.0)( 2.85| 1.37 2.50

1.0 | 1.6 | 43 |1.14(19.9)0.801(14.0) 1.67] 1.37 1.95

0.50 0.80 21 1.17(20.5) 1.07(18.7)| 2.21| 1.37 1.29

0.30 0.80 26 0.85(16.550.674(11.8) 1.39| 1.37 0.97

{(b) For Hall C HMS (reversed-quad mode) and A8, = £3.40°, Af, = +52.4 mr

Q? E | Ap.® | A¢n* APT® [AQ, 7| AQ.| 2Ap.A0, A,
(GeV/c)| (GeV) (MeV/c)| deg (mr)| deg (mr) | (msr)| (msr){(10~4MeV - sr3)

2.0 | 2.4 | 53 {1.37(24.0) 1.00(17.4)| 4.13{ 2.74 12.1

1.5 1.§ 32 1.51{26.3) 1.37(24.0){ 5.69| 2.74 9.98

10 | 16 | 43 |1.14(19.9)0.806(14.1} 3.34| 2.74 7.80

0.50 | 0.80 | 21 |1.17(20.5) 1.07(18.7)] 4.42] 2.74 5.17

030 | 0.80| 26 {0.95(16.5)0.674(11.8) 2.78 | 2.74 3.89

® Ap, = £0.040p,
x Ady = |Adn| = h/(225i06,), AdY, = h/2z = 0.750° = 13.1 mr, Afl, = 446,46
S A¢: = Ad,sin b,

. AQ, = 4068,A¢]

4.9 Efficiency and Analyzing Power of the Neutron Polarimeter

It is necessary to calibrate the neutron polarimeter by measuring the analyzing
power and the efficiency at the neutron energy associated with a given value of Q2.
Such a calibration was carried out in 1989 for neutrons of 135 MeV. A report of

these measurements appears in Appendix B.
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To measure the analyzing power A, (averaged over the polarimeter accep-
tances), we measure the average scattering asymmetry ¢ for neutrons of known

sideways polarization Pg.

§

Ay:ﬁ;:.

(53)

To obtain neutrons of known polarization Ps:, we use the 07 — 0T transition to
the isobaric analog state in the MC(7,7) N (E; = 2.31 MeV) reaction at zero
degrees. If the proton polarization P, is perpendicular to the reaction plane, and
if the interaction conserves angular momentum J and parity =, then the general

relation is

Pa[l + P Ay(8)] = P(8) + Dy, (54)

where Dy pn+ is the polarization transfer coefficient. At § = 0°, the polarization
function P(0°) = 0 and A,(0°) = 0. Hence, for a 07 — 07 transition, Dyy = 1

and

P, =P, (55)

We know P, by measuring P, in the upstream polarimeter at the IUCF.

To measure the double-scattering efficiency of the neutron polarimeter, we
use the known cross section at 0° for the 2C(p,n) ¥ N(g.s.) and C(p,n) 1*N
(3.95 MeV,17) reactions. For an incident proton beam of 138.4 MeV, the neutron
energy is 119.7 MeV for the 12C(p,n) 12 N(g.s.) reaction and 133.8 MeV for the
4C(p,n) ¥ N (3.95 MeV, 1*) reaction.

Results for the performance of the polarimeter at a neutron emergy of 133.8
MeV are summarized in Table VII. Actually, the results for A, and ¢ depend on the
value of the so-called velocity ratio R,. The velocity ratio R, ratio is defined as the
ratio of the scattered neutron velocity v,. (obtained from the time-of-flight between
a scatterer in the front array and a rear detector) to the velocity vnp calculated for
n — p scattering. The velocity ratio observed at the IUCF is shown in Fig. 15. The

events above an R, cut just below unity are mostly neutron scatterings from
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a proton, wherease events above a lower R, cut include scatters from hydrogen
and carbon nuclei. Shown in Fig. 16 is the analyzing power A, [in panel (a)], the

efficiency ¢ [in panel (b)), and the figure of merit A%¢ [in panel (c)].

We are able to project the polarimeter efficiency as a function of neutron energy
from calculations of the neutron-proton differential cross section based on nucleon-
nucleon phase shifts. We used the SAID program of Arndt et al.'® to plot o(6),
Ay(8), and the product A%a’ as a function of the neutron scattering angle in the
laboratory for neutron energies corresponding to each Q2. These plots are shown
in Figs. 17, 18, 19, 20 and 21 for neutron energies of 166, 267, 531, 798, and 1063
MeV, respectively. From these data, we estimated the optimum neutron-proton
scattering angle 8°, the efficiency ¢, and the average analyzing power A, of the
polarimeter at each neutron energy. The values of ¢ and A, used to calculate
count rates and uncertainties are listed in Table VIII, Also listed in Table VIII is

the scattering angle §* for a maximum figure-of-merit.

Table VII. Performance for Neutron Energy of 133.8 MeV

Analyzing | Efficiency | Figure of Ment
Scatterer |Power, A, | (%) AZe = 9(%)
H (mostly)] 0.43 0.26 0.048
H+C 0.39 0.28 0.043

The neutron polarimeter will be calibrated at Saturne at Saclay. We are
interested in measuring the analyzing power A, averaged over the polar and
azimuthal angular acceptances of the neutron polarimeter, with a relative statistical
uncertainty AAd,/A, of about two percent. This value of AA4,/A, will not limit

the uncertainty in our measurements of G7%.
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Fig. 17 The n-p Scattering Cross Section ¢(8), the Analyzing Power A(f),
and A%0 vs the Neutron Scattering Angle 7 for T, = 160 MeV.
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Fig. 19 The n-p Scattering Cross Section o(8), the Analyzing Power A(8),
and A%e vs the Neutron Scattering Angle # for T, = 531 MeV.
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Fig. 20 The n-p Scattering Cross Section ¢(f), the Analyzing Power A(f),
and A%c vs the Neutron Scattering Angle 9 for T, = 798 MeV.
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Table VIII. Analyzing Power and Efficiency
of the Polarimeter

for Different Neutron Kinetic Energies

Q* To | 6% | a(6%) | Ay| ¢
(GeV/c))| (MeV) (deg)| (mb/sr) (%)
0.30 160 |19.3] 17.2 |0.40| 0.16
0.50 | 267 |14.1| 16.6 |0.40] 0.16
1.0 531 |11.1| 25.3 |0.34/0.12f
1.5 798 |11.1*| 41.0 {0.29]0.19¢
2.0 1063 | 11.1"] 50.4 |0.23)0.24

* For a maximum FOM, # = 10.5° for T,, = 798 MeV and 6" = 10.0° for T, = 1063 MeV.
We plan to keep the mean scattering angle at 11.1° to shield the rear detectors from the direct

neutrons from the target.

t The mean distance between the front and the rear detector arraysis 2.75 m (instead of 2.0

m) in order to shield the rear detectors from the direct path of neutrons from the target.

4.10 Coincidence Counting Rates

The electron-neutron coincidence counting rate R can be estimated from the

following expression:
R = L{03(pey8e,62)}(28p ) AQe Ay €5 €1pe buve €rad Lt (56)

where the luminosity
Liem™s )= F —pz (57)

and

F = incident flux of longitudinally-polarnzed electrons, (electron/s)
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pn = numerical density of deuterium nuclei, em ™

pz = target thickness of LD2 [= (0.162 g/cc¢)(5 cm) = 0.81 g/cm® LD,]
No = Avogadro’s number (= 6.022 x 10%* nuclei/mole)

A = mass number of target (=2.14 g/mole)

Ap. = half of the electron momentum bite, MeV

AQ, = electron solid angle, sr

Afl, = neutron solid angle, st

(03(Ppe,ybe,9r)) = triple differential cross section per deuterium nucleus for
scattering an electron with an incident energy E at an angle 6, into a solid angle
AQ., with a momentum p, in an interval Ap,, and with a recoil neutron at an
angle #, into a solid angle AQy. This cross section is the value averaged over the

experimental acceptances; it has units of cm?/MeV - sr®
¢n = efficiency of the neutron polarimeter

ewe = track reconstruction efficiency of the wire chambers (~ 0.97 based on
Bates E85-05)

lwe = live-time fraction of the wire chambers {~ 0.95, based on Bates E85-05)
€rqd = radiative correction factor (~ 0.83)
[ = live-time fraction of the data acquisition system (~ 0.95)

t = transmission of neutrons from the target to the polarimeter through lead
shielding designed to attenuate photons emitted from the target (For neutrons with
T 2 100 MeV through 4 in. Pb contained within two 11 in steel plates, ¢ = 0.39).

To obtain values of the triple differential cross section averaged over the
experimental acceptances, we used the Monte Carlo program MCEEP of P. E.
Ulmer.”  These averaged cross sections d®¢./(dp. dQ. dn) = (o3) are listed
in the fourth and fifth columns of Table IX for the Galster and the dipole

parameterizations of G, respectively, for the optimal kinematic conditions in
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Table II. In Fig. 22 for Q% = 1.0 (GeV/c)?, we plot the figure of merit (FOM) [viz.,
(Drs'/ f1)*{o3)] as a function of the electron scattering angle 8. for both the dipole
and the Galster parameterizations of Gz. The maximum occurs near §. = 40°
for the Galster parameterization and near 60° for the dipole parameterization.
Studies at other Q? points all result in relatively large electron scattering angles
for a maximum figure-of-merit. This result is somewhat surprising because it is
commonly thought that the figure-of-merit should be maximized at small electron
scattering angles where the triple differential cross section maximizes. Shown for
dipole parameterization as an example with the dashed curve in Fig. 22 is a “figure-
of-merit” associated with a “point” triple differential cross section o3 instead of
an averaged cross section (o3). This “figure-of-merit” is maximized when 8. — 0.
We will give a detailed explanation for this surprising difference of the maximum
FOM between FOM((o3}) and FOM(o3) in the next section.

Table IX. Triple Differential Cross Sections

and Single-Arm Cross Sections!
Q? 0, | E d’;{?-f-ﬁ:l = (o3) %t;('%nn{:,) da(ﬁmp:’;gze@:"“)

(GeV/c)? (deg)| (GeV) (nb/st? — MeV) (nb/sr — MeV) (nb/sr)

G* D* G* D* G* D*
2.0 46.6| 2.4 |0.13 0.17 0.014 0.019 | 3058 4032
1.5 65.5( 1.6 |0.23 0.27 0.0086 0.0073]2843 3306
1.0 45.01 1.6 |1.23 1.43 0.068 0.074 | 2044 2405
0.50 65.5( 0.80 | 3.66 3.84 0.30 0.32 |[1497 1576
0.30 45.0f 0.80 | 11.7 12.1 2,35  2.40 | 847 874

t For Hall C acceptances in the reversed-quad mode

* G refers to the Galster parameterization; and D to the dipole parameterization of G.

For the Hall C acceptances, the electron-neutron coincidence counting rates R

for a luminosity of 3.2 x 10%® em™3s7! are listed in Table X, and for an effective
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luminosity of 2.8 x 10% e¢m~2%s~! in Table XI. The experimental conditions for

obtaining the count rates for this experiment are listed in Table XII.

Table X. Counting Rates, Data Acquisition Times, and Uncertainties

with a Luminosity [ = 3.2 x 10*® cm~3%s~!

Q' 6, E |Case¥ R A r | N* ¢ At | T®| aGyt|aGy/cyt
{GeV/c)? (deg) (GeV) (min~!) (min~')| = R/A4|(x10%)| (x10~%)| {x 10~3) (hr)| (x 10~7)

20 466 24| I | 196 [ 0060 33 [ 094 0 0.33 |s00{ 0.52 -
m | 266 | 0080{ 33 | 1281 348 | 0.29 1.30 0.17
| 20t | o060 ] 34 | 097] 111 | 033 0.55 0.31

1.5 655 16) I | 235 | 015 | 16 j 0.71| 0 0.40 |500{ 0.63 -
I ]| 28 | 015 | 19 | 0.84| 446 | 036 1.01 0.12
mr | 239 | 015 | 16 | 072| 155 | o0.40 0.66 0.26

1.0 450 16| I | 606 | 0684 | 89 | 1.82| © 0.26 |500 0.51 -
nm| 715 | 0876 | 82 | 215] 394 | 0.24 0.85 | 0.091
I | 6.24 | 0684 | 9.1 | 1.87{ 177 | 0.26 0.55 0.15

050 655 08 | I | 162 | 153 | 11 | 243{ o 0.22 |250{ 0.48 -
| 1z3 | 172 | 10 | 260 397 | 022 0.58 | 0.063
m | 165 | 153 | 1 | 248 232 | o022 0.51 | 0.099

030 45.0 080 I | 388 ¢ 512 | 76 | 3.50{ o 0.19 [150{ 0.52 -
I | 412 | 539 | 76 | 371 276 | o0.18 0.61 | 0.076
m | 399 | s12 | 78 | 359 198 | 0.9 0.58 0.10

* Casel: G =0; Casell: Gy = —rG}; Caselll: G} = —rG}(1+5.67)!
* N = 540 with 4, given in Table VIII

® Ti(hr) = mgﬁ-n-j
1 Statistical only

52




Figures of Merit, (pb/MeV—sr®)

2 23
E QT =1.0 (GeV/c)2 ]
500 -
K (Dis./f,)20, (dipole) -~ ]
.
~
\
N v
p— \ —
50 : \ :
(Dis/1)%<03>
10 — (Galster)
5 C ] | [ ] L 1 | 1 ' ]

5 10 50 100

Electron Scattering Angle, 6, (deg)

Fig. 22 Figure-of-Merit (FOM) for the G Experiment at Q% = 1.0(GeV/c)>.
Note the fundamental difference between using the averaged cross section and
using the “point” cross section: FOM({s3)) maximizes at relatively large electron

scattering angles while FOM(c3} at 8, — 0.



Table XI. Counting Rates, Data Acquisition Times, and Uncertainties

with an Effective Luminosity L = 2.8 x 10°® em™%s™!
Q@ 8 E |Case¥ R A P N*}os as | T8 acyt|acy/cit
(GeV/c)? (deg) (GeV) (min=Y)| (min ') = R/4} (x10%)[ (x 10=2) (x10~?)| (hr}] {x 10~7)

20 466 24 | I | 171 0.060| 29 | 0.82] 0 0.36 |800{ 0.56 -
| 233 | 0080 20 | 112 348 | 031 1.39 0.19
Wr| 176 | 0.060 | 29 | 0.85| 111 | 0.35 0.59 0.33

1.5 655 16| I | 206 | 015 | 24 | 062| O 0.43 |500{ 0.68 -
I | 293 | 015 | 26 | 0.74 | 446 | 039 1.09 0.13
I | 200 | 015 | 24 | 0.63| 1.55 | 0.43 0.71 0.28

10 450 16| I | 530 | 0684| 76 | 159 | o0 0.28 |500{ 0.56 -
| 626 | 0876 | 7.1 | 1.88| 394 | 0.26 0.92 | 0.099
II| 546 | 0.684 | 80 | 164 | 177 | 0.28 0.60 0.16

0.50 655 08 | I | 142 | 183 [ 93 | 212| o 0.24 [250| 0.52 -
m | 152 | 172 | 88 | 228 397 | o0.23 0.63 | 0.068
nr| o145 | 153 [ 95 | 217 232 | 0.24 0.55 0.11

030 450 080| I | 340 | 512 | 66 | 3.06| o 0.21 |150] o0.56 -
| 361 | 539 | 67 | 3.25| 276 | 0.20 0.88 | 0.082
m | 349 | 512 [ 68 | 315 193 | 020 0.71 0.11

+ Case : G =0;

*x N = ﬁz;,_,, with A, given in Table VIII

1 Statistical only

Case II: G = -7Gy;

Case III: G = ~rGh,(1 + 5.67)7!
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Table XII. Experimental Conditions [Q? = 1.0 (GeV/c)?]

1. Flectron Beam
1.1 Energy, £ (GeV)
1.2 Polarization, Pp
1.3 Current, I (uA)
1.4 Incident electron flux, F(10** e/s)
1.5 Duty factor

2. Liquid Deuterium Target Cell
2.1 LDy thickness, pz (g/cm?) [=(0.168 g/cm?) (5.0 cm)]
2.2 Effective LD; thickness seen by HMS, z.ss (cm)
2.3 Area density of LD3 nuclei, p, ¢ (deuts/cm?)
2.4 Effective LD areal density, pn z.¢¢ (deuts/cm?)
2.5 Cell wall thickness, z (mils)
2.5.1 Exit window, z2 (mils Al)
2.5.2 Entrance window, z; (mils Al)
2.5.3 Exit + Entrance windows, z (mils Al)
pz (g/cm? 2TAl)= (2.70 g/cm?®)(2.03 x 10~%)
Pn (2TA1/Cm2)
2.6 Power dissipation, P (Watts)

3. Luminosity Fppz = L (cm™2%s71)

3.1 Luminosity for deuterium, Lz (cm™~%571)
3.2 Effective Luminosity for Coincidences, L._,

3.3 Luminosity for empty cell, L7 (¢cm™2s7!)

(continued on next page)
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1.6
0.40
100
6.25
1.0

0.84

4.4

5.06 x 10%3
4.4 x 10%
8

55 x 1073
1.2 x 10%¢
230

3.2 x 10°%
2.8 x 1038
7.6 x 10%5



Table XII. Cont’d

4. Neutron Polarimeter

4.1 Height of analyzer detectors, & (m)
4.2 Width of analyzer detectors, w (m)
4.3 Mean flight path, z (m)

4.4 Horizontal angular acceptance, Ad,
4.5 Vertical angular acceptance, AgY,
4.6 Solid angle, AQd, (msr)

4.7 Efficiency, € (%)

4.8 Average analyzing power, A,

4.9 Neutron transmission through Pb-Fe shielding, ¢

5. Electron Spectrometer

5.1 Horizontal angular acceptance, Ad,

5.2 Vertical angular acceptance, A¢)

5.3 Solid angle, AQ, (msr)

5.4 Momentum acceptance, Ap,/pe (%)

5.5 Momentum bite, Ap, = +0.040p, (MeV/c)
5.6 Efficiency for a “good” electron, ey,

5.7 Live time fraction in wire chambers, [,

5.8 Radiative correction factor, €,,4

6. Data Acquisition System

6.1 Live time fraction, {

56

0.254

1.016

9.70

=52.4 mr = +£3.00°
=13.2 mr = £0.754°
2.75

0.12

0.34

0.39

+359.3 mr = +3.40°
+14.0 mr = 1+ 0.801°
1.67

+44

+ 43

~ 0.97

~ 0.95

0.83

0.95



4.11 Electron Scattering Angle For Maximum Figure — of — Merit

For convenience in this section, we denote the triple differential cross section as
s3, which will be identified later as either the cross section {73) averaged over the

detector acceptances or the “point” cross section o3 depending on the definition of
the figure-of-merit (FOM).

e Variation of cross section and its effect on the FOM

The FOM can be expressed generally as
Drs\?
FOM = (—Li) 53 (58)
h
following Eq. (33) in Section 4.3. The variation of this FOM as a function of the

electron scattering angle 4, is determined by:

dFOM _ d(DLS,/ff)+D%5,ﬂ
#. BT de, 2 6,

(59)

This FOM will have a maximum at a nonvanishing 4, only if dFOM/df, = 0 can
be satisfied. We know that the slope ds3/df. of the cross section is always negative
because the cross section falls when the electron scattering angle 8. increases. Also
we know from the slope of the curves in Fig. 12 that the term d{D%,/f3)/db,
vanishes at relatively large angles. In view of these two facts, the slope d FOM/d9,

will always be negative when the slope of the cross section is so large that

Dig |dsy d(D}s /1)
2| 70T de, (60)

is satisfied in the whole region of §,; that is, the FOM maximizes at zero electron
scattering angle if the above inequality holds. On the other hand, if the cross

section varies slowly with 8, so that

D[,sl d-’a d( Lsr/f1)
2 |d6.| " T ds, (61)

for finite @., then it is likely that dFOM/df, = 0 can be reached at a certain

nonvanishing .. In the extreme case where the cross section is a constant, we
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would have

dFOM _ d(D%./f}) .
B 33 — &% (if 33 = const.). (62)

In this extreme case, the electron scattering angle §, that corresponds to the
maximum of the FOM would be the same as that for the maximum of the term
(Drsi/f1)?, which always exists as shown in Section 4.3. This extreme case
indicates that the smaller the value of ds3/df. {or the slower the variation of
33 with respect to 8,), the closer the maximum of the FOM will be with respect

to the maximum of D%, /fZ, which is always at a relatively large electron angle.

Now, an averaged cross section {03} is used for s; in the definition of the
FOM for our experiment because of the finite acceptances of the detectors, while
a “point” cross section o3 is used for s3 in a more cavalier definition of the FOM.
In order to compare the difference between these two definitions of the FOM, we
show for Q% = 1.0 (GeV/c)? the averaged and the “point” cross sections in Fig. 23
and their derivatives in Fig. 24 as a function of .. It is clear that the “point™ cross
section has a much steeper variation with 4,; we discuss below the reason for this
sharp reduction in the steepness of the averaged cross section. In Figs. 25 and 26,
we plot the derivatives d FOM/df, with the contributions from s3 d( D%,/ f?)/db.
and (D%, / f#)(ds3/d8,.) for s3 = (o3) (the averaged cross section) and 33 = o3 (the
“point” cross section), respectively. These figures show clearly that the derivative
dFOM/df, with the averaged cross section passes through zero at a relatively large
8., while it is always negative with the “point™ cross section. The conclusion is
that averaging the cross section makes a substantial reduction in the steepness of
the cross section, which in turn results in a maximum FOM at a relatively large
electron scattering angle, while the unaveraged cross section gives a maximum

FOM in the most forward directions.

eRecoil momentum distribution and its effect on the averaging process of the

cross section

The change of the steepness of the tnple differential cross section as a result of
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Triple Cross Section

(a%0)/(dp,dN.dQ,) (nb/MeV—sr?)

_T 1 i 1 I 1 1] T T | T L ] 1] '[ 1] L L 1 ‘ T ) 1 ] 1 L L) T
10% & 2 2 B
- Q° = 1.0 (GeV/e)*, g = -7 3
:% Circle: <o,> over Hall C acceptances ]
i m& Square:. 0Oy 7
102 =
ol k&
109 —
'-I i | L | L L L 1 l b I — L l H | ] L l ] L )
25 50 75 100 125 150

Electron scattering angle, 8, (deg)

Fig. 23 The Averaged and the “Point” Triple Differential Cross Sections for
Q? = 1.0 (GeV/c)? in the Dipole Parameterization.
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|da;/d8,.| and |d<g,>/d0 ]

(pb/MeV—sr®)

108 & T T T
Et\ Q° = 1.0 (GeV/c)® :
._\ g = -7 -
105 =) B
Y | 3
T Solid: |d<ags>/d6,] ]
104 \\ Dased: |do,;/dé,] —
- \ 3
- \ -
103 — N —
: N :
C - ]
\ —
10° = T3
. N - R
C s 4 3 l Lt 41 ] L34 I L1 1 l [N n
0 25 50 75 100 125 150

Electron Scattering Angle, 6,.(deg)

Fig. 24 Slope of the Averaged and the “Point” Triple Differential Cross
Sections as a Function of Electron Scattering Angle #,. The large difference
between the two is responsible for the fundamental difference in the maximum

FOM in the two cases as shown in Fig. 22.
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dFOM(<a4>)/d0,, (pb/MeV—sr?)

80 9! 92

4

13 T T I R | LJ0 S | T 1 T 1 | T 1 1 | LI e
[ Q° = 1.0 (GeV/c)® ]
- = ~ g = -7 -

) i ) . Hall C Acceptances |

-/ - _ - i
-2 —— dFOM(<o4>)/d8, —
_j . -
N - - <0y,>d(Ds/f,)%/d6,
- - = (Dis/f1)%(d<ay>/d86,) -
_4—! i 1 L LI ] ] 1 I i ] I ] | | ! ] | l | I | ] | ] J L L—‘
0 25 50 75 100 125 150

Electron Scattering Angle, 6, (deg)

Fig. 25 dFOM({c3})/df. in the Dipole Parameterization. Note that it passes
through zero at a relatively large electron scattering angle 8, = 6, which is to be
compared with Fig. 26 where JFOM(o;} d6. is always negative. In this figure, §;
is the electron angle for minimum statistical uncertainty, and 4, is the designed

experimental angle.



dFOM(04)/db,, (pb/MeV-—sr?)
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Fig. 26 dFOM(c3)/d8, in the Dipole Parameterization. Because of the
dominating contribution from the term (Dyg/ fi1)*(dos/d9,) (< 0), dFOM(s3)/df,

is always negative, leading to a maximum FOM in forward directions.



averaging process can be understood in terms of the recoil momentum distribution.
For quasielastic scattering, we know that the triple differential cross section is

proportional to the recoil momentum distribution i¢(p,)|*:

s3(pr) o 1¢(pr )i (63)

where p, is the recoil momentum. For the deuteron, {¢(p,)|* drops rapidly as
pr increases; e.g., i¢{(p, = 100 Mev/c)|? ~ 3 x 10~%]¢(p, = 0)I3. For Q% = 1.0
(GeV/c)? at different electron scattering angles, we use MCEEP to obtain the
normalized probablility distribution P;(pl) of the recoil momentum with the
detector acceptances as designed; that is,

P(sf) = DB Z2E) (64)
where N;(p. + Ap:) is the number of events in the i*® bin generated with the
recoil momemtum p, between pi and pi + Api, and N = I;N; is the total number
of events generated to obtain the averaged triple cross section {3} for a given
fe. It should be noted that the probability distribution thus defined is equivalent
to Pi(pl) = ;if:;;i |¢(pW2p2dp./ [ |6(p:)|*p2dp,. Shown in Fig. 27 are these
distributions for Q2 = 1.0 (GeV/c)? as a function of p, for beam energies of 1.6,
2.4, 3.2, and 4.0 GeV, which correspond to the electron scattering angles of 45,
27, 20, and 15 degrees. This figure demonstrates clearly that the distribution is
much wider at smaller electron scattering angles than at larger electron scattering
angles. This fact means that we are averaging over a much larger recoil momentum
region at smaller §, than at larger §.. Because the cross section drops rapidly
when p, increases, the averaged cross section {o3) is reduced from the “point”
(unaveraged) cross section o3 (which has p, — 0) much more drastically at smaller
angles than at larger angles, which results in a much slower variation of {o3) with

f.; furthermore, this tendency to flatten (o3} causes the FOM to have a maximum

value at a relatively large scattering angle 6, as shown above.
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Recoil Momentum Distribution in Phase Space
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Fig. 27  Probability Distribution of the Recoil Momentum p, for @* = 1.0

(GeV/c)?. The spectrum at smaller electron scattering angle is much wider than
that at larger electron scattering angle. This fact results in the reduction of slope

of (o3) in comparison with that of o3.
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The conclusions to be drawn from this study are obvious. In general, coinci-
dence experiments such as ours should be designed with the coincidence differential
cross sections averaged over the acceptances of the detectors involved. The unaver-
aged cross sections may result in different results that do not reflect reality. The
results indicate that we want to do this particular experiment at relatively large
electron scattering angles not only because the kinematic conditions can be opti-
mized there, but also because the probability of having large recoil momentum is

minimized at large electron angles, which is desired for quasielastic scattering.

4.12 Accidental Counting Rates

In Bates experiment 85-05, we measured the single-arm counting rates and
the accidental coincidence rates as a function of average beam current. The
observed singles rates N, and N, of electrons and neutrons, respectively, and the
observed accidental electron—neutron coincidence rates A are listed in Table XIII as
a function of the average beam current I, which we varied over the range from .22
to 1.85 uA. The electron-neutron accidental rate A was obtained by multiplying the
number of coincidence triggers observed within the 120-ns time-of-flight window
by the ratio of the observed coincidence resolving time 7(= 2 ns fwhm) to the

duration 7(= 120 ns) of the time-of-flight window; that is,

A ~ (Coincidence Triggers in r,,)(rl) (65)

w

Because the number of true coincidence events is a negligible fraction of the total
number of observed coincidence triggers, we obtain a good measure of the accidental

rate beneath the time-of-flight peak.

Figure 28 is a plot of the electron-neutron accidental coincidence rate versus
the average beam current for Bates E85-05 (with 8, = 37°, 8, = 57°, and E = 868
MeV). The solid line is the observed rate: the dashed line is the expected rate,
which agrees with the observed rate. The expected rate is calculated from the
formula A = *N.N,/f with f = 0.008. » = 2.0 ns, and the measured counting

rates N, and N, in the electron and neutron arms.
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Table XIII. Single-Arm and Accidental Coincidence Rates
vs Average Beam Current in Bates E85-05

Single-Arm Rates [Accidental Coincidence Rates
Average Electron| Neutron| Observed| Estimated
Beam Current [ Rate Rate Rate Rate
I(pA) Ne(s™ ') Na(s™')} A(s™1) A(s™Y)
0.22 21.6 441 ¢.002 0.004
0.55 79.8 1056 0.017 0.02
0.95 182.4 1722 0.06 0.08
1.03 229.2 1872 0.09 0.13
1.35 334.8 | 2324 0.16 0.23
1.85 503.4 3078 0.31 0.39

To estimate the accidental coincidence counting rates A€ expected at CEBAF,

we scale our results from the accidental rates AZ observed at Bates E85-05:

AC  TONZNTfP (66)
AE ~ BNENEfC

The electron and neutron singles rates N, and N, are given by the following

expression:
dza(ﬁe,p,)
Ng = me'e——Aﬂe Apg €, (67)
Ny = 120000 Bih < Bn < Bmaz) gy (68)

dfln

The double-differential cross section for electrons, d®o/(d.dp. ), is obtained from
the MONQEE code by Dyi'.::nmnn18 {1987) based on the equations of Moniz'®
(1969); the energy—integrated cross section for neutrons, do/d(}, is obtained from
the electroproduction code (EPC) of O'Connell and Lighi:body20 (1988). The
results are listed in columns five and six of Table IX. In Eq. (68), € is the neutron

detection efficiency averaged over the neutron energy interval Ey < Ep < Emaxz-
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For software thresholds of 4 MeVee (= 8.4 MeV oroton energy) on the frout

detectors and 10 MeVee {= 16.6 MeV proton energzy) on the rear detectors, the

neutron energy threshold Eyp = 25 MeV (=17 MeVee). The notation MeVee

denotes MeV of electron equivalent energy.

In view of Eqs. (67) and (68), Eq. (68) can be written as

AC  rC B (L) %0 /(dQ.dp.)|AQT ApS{doC/dQ,) A0S £
B fC(LB)Hd2oB [(dQedp. )| AQE ApF{doB [d0a)AQE B

I ]

ty

AB T

The numerical values of the quantities in Eq. (69) are listed in Table XIV.

Bates E85-05
E = 888 MeV, §Q% = 0.255 (GeV/c)?

~i

~ 0 :
T = Duty Cycle f = 0.008 3
J Time Resolution 7 = 2 ns )
-5 L. 4
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e o107 L =
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] C ]
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— =
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<
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Fig. 28  Accidental Coincidence Rate versus the Average Beam Current for

Bates E85-05.



Table XIV. Accidental Coincidence Rates Expected
at CEBAF for Hall C HMS

Bates CEBAF
Quantities E85-05 E89-05

QR¥(GeV/c)? 0.255 0.25( 0.30| 050 | 1.0 { L5 2.0
8. (deg) 37.0 40.1| 45.0 | 65.5 | 45.0{ 65.5 | 100.
E(GeV) 0.868 08| 08 08| 16| 1.6 | 24
r(ns} (fwhm) 2.0 0.70| 070 | 0.70| 0.70{ 0.7¢ | 0.70
f 0.008 1.0 10| 1.0 | 1.0 | 1.0 1.0
L(10%%cm~2s~1) 2.6 320 320 | 320 | 320 320 | 320
d3e, /{dQ.dp.) 54 | I 2.35 | 0.30 | 0.068]0.0086 0.0014
(10~3%em? /st/MeV /c) II*: 4.8} 2.40| 0.32 0.074[0.0073 0.0019
AR, (msr) 5.6 2.42| 2.78 | 4.42 ] 3.34 | 5.69 | 4.13

28p, (MeV/c) 64.3 53 | 51 | 43 | 85 | 54 43
de/df, 715 | I 847 | 1497 | 2044 | 2843 | 3058
{10~33cm? /s1) I1": 724 | 874 | 1576} 2405 | 3306 | 5078
A2, {msr) 9.68 2.74| 274 2.74| 274 274 | 2.74
€€ /B - 1.01 099 | 0.99| 0.96| 0.93 | 0.96
AC/AB - |1 2.44 | 0.728] 0.326|0.0714 0.0151
I": 0.48¢] 2.57 | 0.817] 0.418(0.0710 0.0340
Afs™Y) 0.035 | I": 0.0853 0.0255 0.0114 0.0025{ 0.00051
I1": 0.017 0.0894 0.0286] 0.0146 o.oozj 0.0012

R(s71) - | I~ 0.67 [ 0.28 | 0.10 | 0.040( 0.036
I1*: 0.41| 0.69 | 0.29 | 0.12 ] 0.047| 0.044

R/A - I T8 11| 91} 16 34

I: 17| 76| 10| 82 19 33

* 1: Galster parameterisaton;

il: Dipole parameterization.
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4.13 Projected Uncertainties AG% in G}

The number of events /V needed to measure the asymmetry ¢ with a specified
uncertainty Af is given by Eq. (31). Values of N, together with the associat~d
asymmetry uncertainties A&, are listed in Table X for the five Q? points proposed

here.

The relative uncertainty in the ratio ¢ = G%/G}, is given by Eq. (16) with
f1 defined by Eq. (12) and f; defined by Egs. (17), (18), and (19). In Table
XV, we compare the statistical uncertainties (expected in the data acquisition
times given in Table X} with the scale uncetainties in both Dys and g, where
a scale uncrtainty of (ADfps//Dpst)scale = 0.060 is assumed. In Bates E85-
05, we achieved a (ADpg/Drg)scate = 0.070. Also listed in Table XV is the
relative systematic uncertainty (Ag/g)syse from Eg. (27) and the total projected

uncertainty (Ag/¢)iotal-

Table XV. Projected Uncertainties in Dyg and ¢
with (ADpg/Drs)seate = 0.060

Q? E . |casel{ADrs//Drs)star (59/9)-:“] (89/9)ecate] (A9/9)syst| (Ag/9)totat
(GeV/c)| (GeV)| (deg)

2.0 2.4 | 46.6] D 0.083 0.175 0.127 0.055 0.223
G* 0.295 0,307 0.063 0.¢10 0.313

1.5 1.6 | 65.6f D" 0.081 0.121 0.089 0.006 0.150
G* 0.256 0.264 0.062 0.014 0.272

1.0 1.6 | 45.0| D* 0.061 0.091 0.089 0.021 0.129
G* 0.144 0.153 0.064 0.007 0.165

0.50 0.8 | 65.7| D* 0.054 0.063 0.069 0.023 0.096
G* 0.094 0.099 0.063 0.027 0.120

0.30 0.8 | 45.1] D* 0.067 0.076 0.068 0.008 0.102
G* 0.097 0.102 0.064 0.013 0.121

* D: for dipole parameterization; G: for Galster paremeterization.

From Table XV, note that the relative scale uncertainties are smaller than the
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projected statistical uncertainties for the Galster parameterization; whereas for the
dipole parameterization, the scale uncertainties are comparable to the statistical

uncertainties. Also the relative systematic uncerntainty is always small.

Now we evaluate the uncertainties AG% for the cases of G = 0, the
dipole parameterization G = —7GY%,, and the Galster parameterization G} =
—rGh (1.0 +5.67)7 1

o Case [: For G% =0, AGE = G}, Ag

For the case G = 0 (and thus Dyg = 0, and f; = 1), the evaluation of
the uncertainty Ag in Eq. (16) simplifies because multiplication of both sides of
Eq. (16) by g causes all the terms to vanish except for the term with A¢ [ note

(ADpsi/Drs)? = (AE/€)? + (AAy/Ay)? + (APL/PL)? |:

Ag=g (5) _B(8) A{ _B+(1+2/r)/N (70)

¢ ) A(B)PLA, A P4,

The right-hand-members in the above equation follow from Eq. (31) and the fact

that
, A(é.)
= - 1

For each of the five proposed Q? points, we list in Table XVI the value of
the ratio of B(f.)/A(f.), the uncertainties Ag in the ratic g = G3/G}, for
Py = 0.40, and the corresponding uncertainties A{ and AG}. The expected
uncertainties AGE assume values of the magnetic form factor G7; based on the
dipole parameterization

1.91
Cu = ~aT o0y (72)

The expected uncertainties AG% listed in Table XVI are typically about +0.005
and less than =0.007 for the five points at Q% = 0.3, 0.5, 1.0, 1.5 and 2.0 (GeV/c)%.
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o Case II: For G = —7G}, with G, = -1.91/(1 + Q?%/0.71)%

For this dipole parameterization, the projected statistical uncertainty in G7%

). (), :
( GE’ stat g stat - fl 5 . (f )

Because G = gG7y, the total uncertainty in G can be calculated:

can be calculated:

AGE Ag AGY,

n - + n ! (74)
G g G
where the total relative uncertainty Ag/g in g is calculated from Eq. (16) [or
Eq. (24) with Eqgs. (25), (26) and (27)].

In Table XVII, the values of the statistical and the total uncertainties in G%
with the associated values of A¢ from Eq. (31) and APs from (APsi/Ps)? =
(AE/€)? + (AAy/Ay)? are listed for the five Q* points proposed here. The total
uncertainties in Table XVII assume a relative uncertainty AG%,/G}; = 0.025,
which is the goal of new measurements. For this dipole parameterization of G%,

the projected statistical uncertainties AG% are plotted with the dashed curve in
Fig. 29.

It should be pointed out that the total uncertainty in G% depends on the
uncertainties in Ay, Pr, and G, in addition to the uncertainty in £{. Also, we used
a combined scale uncertainty (ADrs/Drs )scate = 0.060. Measurements on A,

and Py are expected to result in comparable (or better) precision.

o Case Il : For G} = —7Gh,(1 + 5.67)7! with G}, = —1.91/(1 + Q*/0.71)?

The calculation is exactly the same as in the dipole case except that we replace
g=G%/Gly = —7 with g = ~r(1 + 5.67)~!. We list the expected uncertainties
AG%/G% and AGY, in Table XVIII, and plot the statistical uncertainties with the
solid curve in Fig. 29.
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Table XVI. Uncertainties AG§ if G =0 (Case I)

@* | £ | 6 |B/a| ag | aGy| a¢
(GeV/c)? (GeV) {deg)
2.0 2.4 | 46.641.104 0.0398 0.0052 0.0033

1.5 1.6 | 65.6(0.9250.0319 0.0063 0.0040

1.0 1.6 | 45.0(0.817) 0.0156 0.0051 0.0026
0.50 0.8 | 65.7/0.5320.0074 0.004810.0022

0.30 0.8 | 45.1 0.464{0.0055 0.0052 0.0019

Table XVII. Uncertainties AGE if
GE = —7G§( (Case II) and AGR, /Gy = 0.025

Q* | E | 6 [(AGH/GBued (AGE)wad 46 |(AGEH/GE)(AGE) APs
(GeV/¢)*| (GeV)| (deg)

2.0 2.4 | 46.6 0.17 0.013 |0.002% 0.22 0.017] 0.013

1.5 1.6 | 65.6 0.12 0.010 |0.0034 0.15 $.013| 0.014

1.0 1.6 | 45.0 0.091 0.0085 |0.0024 0.13 0.01210.0081

0.50 0.8 } 65.7 0.063 0.0058 |0.0022 0.10 0.0093| 0.0063

0.30 0.8 | 45.1 0.076 0.0061 0.00Iq 0.10 0.0084| 0.0052

Table XVTIII. Uncertainties AG% if
Gj = —TGR(1 + 5.67)"! (Case III) and AG}/G}y = 0.025

Q" | E | 0 |(AGH/Gh)ued (AGRIee] A | (AGE/GE)|(AGH) APs
(GeV/c)?| (GeV)| (deg)

2.0 2.4 ) 46.6 0.31 0.0055 |0.0033 0.31 0.0056) 0.014

1.5 1.6 | 65.6 0.28 0.0066 | 0.0040Q 0.27 0.0068) 0.014

1.0 1.6 | 45.0 0.15 0.0055 (0.0028§ 0.17 0.0060| 0.0077

0.50 0.8 | 65.7 0.099 0.0051 (0.0022 0.12 0.0064) 0.0058

0.30 0.8 | 45.1 0.10 0.0056 |0.0019 0.12 0.0067} 0.0049
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If the actual G does not follow any of the three cases studied here, we will
observe a value of P that differs from those expected from the three models
studied here. For the point at Q% = 1.0 (GeV/c)?, we plot in Fig. 30 as a function
of P the value of G} = AGE for a beam polarization P = 0.40 and an average
analyzing power A, = 0.34. The points associated with the values of Pg for the
three parameterizaitons of G (viz., dipole, Galster, and G} = 0) are denoted
differently from those of other values of Pg: in the plot. This plot shows that a
polarization value in between those for the three cases studied above will generate

uncertainties AG% that lie in between those of these cases, which were shown in
Fig. 29.

5. Background

5.1 Monte — Carlo Simulation of Electron and Neutron Spectra with the

Maximum Horizontal Angular Acceptance for Electrons of the High

Momentum Spectrometer (HMS)

Proposed kinematic conditions for the quasielastic reaction ed — enp are listed
in Table II(c). These kinematic conditions were selected to minimize the data
dcquisition time for achieving a given relative statistical uncertainty in the ratio

B/ G-

We want to be able to discriminate against background neutrons associated
with inclusive inelastic processes ed — enX. We used the CEBAF Large Accep-
tance Spectrometer Event Generator (CELEG) of Joyce™ (1989) to simulate the
experiment and to design the acceptances so that the (inelastic) background neu-

trons represent a sufficiently small fraction of the (quasielastic) signal neutrons.

For this study, the ratio of the signal S to the background B is

S ed—enp
B ed —enX’ (75)

CELEG (1989) is a Monte Carlo event generator for lepton-nucleon interactions.
In Fig. 31, we plot for the point at Q% = 1.5 (GeV/c)? the CELEG-generated
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momentum spectra of electrons that would be seen by the HMS with a maximum
horizontal angular acceptance for electrons Af, = +3.40°; similarly, Fig. 32 is the
CELEG-generated angular distributions of neutrons that are expected again with
a maximum horizontal angular acceptance for electrons Af, = £3.40°. We see
from Figs. 31 and 32 that the background neutrons represent a small fraction of

the quasielastic signal neutrons.

5.2 Discrimination Against Background Events from Inelastic Processes

In this section, we show that the background from inelastic processes can be
reduced to a small fraction of the quasielastic signal events by a suitable choice of
Ab,, the horizontal angular acceptance of the neutron polarimeter, and by reducing
the electron momentum bite Ap,. In Fig. 33 for the point at Q% = 1.5 (GeV/c)?
with E = 1.6 GeV and 8, = 65.5 + 3.4°, we show the CELEG-generated plots of
the ratio of background-to—signal neutrons as a function of Aé,, the size of one-
half of the horizontal angular acceptance of the neutron polarimeter, for values
of the electron momentum acceptance Ap./pe = + 0.050, 0.040, and 0.030.
To generate this plot, the cross section for the inelastic process was taken to
be equal to that for the quasielastic process. Excitation-energy spectra reveal
that these two cross sections are comparable. For A4, = +3.0°, we see from
Fig. 33 that the background-to-signal ratio for Q% = 1.5 (GeV/c)? is about
1.5% for Ape/pe = +0.050, about 1% for Ap./pe = +0.040, and about 0.75%
for Ap,./p. = £0.030.

In Fig. 34 for Q% = 1.5 (GeV/c)?, we display the e-n coincidence events
expected on a plot of the neutron angle 8, versus the electron momentum p..
The rectangle superimposed on this plot shows the overall acceptance when the
neutron angular acceptance Af, = £3.0° and the electron momentum acceptance

Ap./pe = £0.040, which corresponds to an electron momentum bite Ap, =
+0.040 p. = £(0.040)(800) = +32 MeV/c.

In Fig. 35, we display the events on a plot of neutron kinetic energy T (MeV)
versus electron momentum p. (MeV/c) with A8, = +3.0°. In this plot, we see that
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there is a narrow band of events from quasielastic interactions that are separated
from a broad band of events from inelastic interactions. Also shown in Fig. 35 is
a bar that delineates the neutron energy resolution AT = £44 MeV., With this
energy resolution, the narrow band of the events from quasielastic interactions does
not overlap with the broad band of events from inelastic interactions. This result
indicates that the background-to-signal ratio in Fig. 33 can be reduced further
by applying a cut on the neutron energy. The resulting CELEG neutron spectra
with the selected acceptances are shown in Fig. 36. These CELEG spectra show
that the inelastic background events represent a negligibly small fraction of the

quasielastic signal events.

5.3 Background from Pion — Electron Coincidences

We used the CELEG code to look at the possibility of coincidences between
negative pions and neutrons from the inelastic two pion production process ed —
epnw~nT. The results show that n—7~ coincidence events do not enter into the
experimental acceptances of the detectors. In panel (a) of Fig. 37, we see that
momentum acceptances alone are sufficient to exclude n—r~ coincidences; in panel
(b) and (c), the application of the horizontal angular acceptances further reduces
the probability of n—r~ coincidences. After imposing the requirement that the
neutron and the negative pion be coplanar (within the azimuthal acceptances),
panel (d) shows a significant reduction of the coincidence events because the

neutron and the negative pion are not emitted back to back.

There can be no coincidence events from neutrons with negative pions in
reactions with single pion production because either a meutron is not associated

with a negative pion or a negative pion is not associated with a neutron:

ed —eppr”  (nonm)
ed—ennt” (now7)

ed —enpt’ (no 77)

The singles rate from negative pions 1s neghigible in comparison with that from

T



electrons, as can be seen from Fig. 37. Only a very few negative pions can pass
the momentum threshold of this experiment, which is 799 MeV/c for Q% = 1.3
(GeV/c)® and £ = 1.6 GeV. The remaining acceptances reduce the singles rate

from negative prions to a negligible value.
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6. Beam Time Request

We propose initially to carry out a measurement at one value of Q2. The beam-
time request for a measurement of G at @ = 1.0 (GeV/c)® with a luminosity of

3.2 x 10°8 cm~? 571 is as follows:

Activity Beam orn Target(hr)
1. Tuneup and checkout 60
1.1 Electron spectrometer 24
1.2 Neutron polarimeter 24
1.3 Electron-neutron coincidences 12
2. Data acquisition 544
2.1 LD, target 500
2.2 Dummy target cell 48
2.3 Shadow shield(with LD; target) 48
2.4 LH; target 48
3. Electron beam polarization measurement 60
((3 hr/meas)(1 meas/day)(20 day)]
4. Overhead* (~ 10%) 66
5. Contingency (~ 10%) 70
TOTAL 900

* Reversal of direction of beam polarization, checking liquid deuterium target, insertion and
removal of targets, pnlse-height calibrations of polarimeter detectors, stopping and restarting

data acquisition system.,...

We propose to carry out a measurement at Q% = 1.0 (GeV/c)? initially, and
then to make measurements at the other Q% points in separately scheduled runs.
The data acquisition times with an LD, target (item 2.1 in the above listing) were
shown in Table X to be 150, 250, 500, 500, and 800 hours at @ = 0.30, 0.50,
1.0, 1.5, and 2.0 (GeV/c)? respectively; accordingly, the total beam time needed

to carry out these five measurements at CEBAF in separately scheduled runs is as
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follows:

Q? (GeV/c)®! Time on LD, (hrs) Total Time {hrs)

0.30 150 550
0.50 250 6850
Subtotal A 400 1200
1.0 500 900
1.5 500 900
2.0 800 1200
Subtotal B 1800 3000
TOTAL 2200 4200

If the two points at Q% = 0.30 and 0.50 (GeV/c)? are carried out at Bates, then
the beam time request from CEBAF is reduced from 4200 hours to 3000 hours.

In Figs. 38 through 42, we plot the projected relative statistical and total
uncertainties in G for the five Q% points proposed. The proposed data acquisition
time is indicated by a vertical line in each plot. The purpose of these plots is to
show that increasing the data acquisition times beyond the proposed values will not
reduce the total uncertainty substantially; in other words, above some critical value
of the data acquisition time, the statistical uncertainty is no longer the dominating
contribution to the total uncertainty. For the data acquisition times proposed here,

this statement is especially true for the case of the dipole parameterization g = —r.
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APPENDIX A
THE RANGE OF p, and 6% FOR MODEL-INSENSITIVE Ps

Because we are measuring the transverse polarization component Pgi of the
neutron in the d(¢&, e')p reaction, we would like to understand the range of recoil
momentum p, and the corresponding range of neutron scattering angle A4, that
permits Pg to be insensitive to final-state interactions (FSI), meson-exchange
currents (MEC), and isobar configurations (IC). Based on principles of quasielastic
scattering, the smaller the recoil momentum of the residual system (meaning the
smaller the Af,), the less it will interact with the outgoing particle, which is the

neutron in this particular reaction.

In his papers on deuteron electrodisintegration, Arenhovel® considers the
proton as the ejected nucleon and the neutron as the recoiling nucleon. He defines
©%7" as the angle between the proton and the three-momentum transfer §<™ in
the center-of-mass system. In the d(&,e'R)p reaction, the neutron is the ejected
nucleon and the proton is the recoiling nucleon; accordingly, we want to present in
this appendix a relationship between the recoil momentum p, of the proton in the
lab frame as a function of @5™. Note that Onp = 7 for neutron emission along
g=™. From Arenhdvel, we obtain the maximum value of O that corresponds to
the lack of sensitivity of the neutron polarization vector Ps to FSI, MEC, IC, and
deuteron wavefunctions. From this information, we can determine the maximum
value of the recoil momentum p. that preserves this insensitivity to the model.
Finally, we calculate the neutron angular spread A, with respect to the three-
momentum vector in the lab frame that preserves this insensitivity to FSI, MEC,

IC, and deuteron wavefunctions.

For the five independent variables that govern the coincidence cross section,
Arenhével® chooses the electron scattering angle /%, the c.m. momentum transfer
g™, the relative n—p energy in the c.m. ES™, and the polar and azimuthal angles
©77" and ¢ between the relative n—p motion and the direction of the momentum

transfer ¢>™. These variables have counterparts in the lab frame. Shown in Fig. Al
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Fig. A1 A Schematic View of the Geometry for Electrodisintegration of the

Deuteron in the Lab Frame.
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is a schematic diagram of the geometry for the electrodisintegration of the deuteron
in the lab frame. The lab angle Gf.fg’ is defined as the angle between the vector k'e®
(= Pi,“b — P!#%) and the three-momentum transfer q'®®. The azimuthal angle (bif;'
is interpreted as the angle between the reaction plane (defined by the vectors ",
P!2t and P:J“b) and the scattering plane (defined by the vectors ki*® and ki*?). Note
that when q&f{’;’ = 0° or 180°, we have parallel kinematics; and when qbif‘;’ = 180°,
Plab and Pi,“b are transposed. For parallel kimematics and for neutron emission
along ¢ (i.e., with fo;,b = 1), the value for the neutron polarization Pg in the
scattering plane perpendicular to the neutron momentum vector ¢ is the same at
qbf,f: = 0° and 180°. Shown in Fig. A2 is the transverse neutron polarization Pg:

versus @7 for ¢np = 0° and 180°; at ©77" = 180°, Pg has the same value for

¢np = 0° and 180°.

The mathematical relations relating the two reference frames, and leading to
the dependence of pr on @77 will now be presented. First, we note that the
input to Arenhével’s calculations for a particular set of kinematics is the incident
electron energy E, scattered electron energy E', and scattered electron angle §%;

therefore, Q? is readily given by
Q? = 4EE' sin? (93“’/2) : (A1)

Because the four-momentum transfer-squared is an invariant quantity, Q% =

(Qc'm‘)z. The energy of the deuteron system in the c.m. is

Eg™ = \J(Qem) + ME . (42)

Here M, is the deuteron mass. The energy transfer w“™ in the c.m. system is

given by the expression

wom = (Eq)™ [l My — (@°™)?] . (43)
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The energy E;™ is related to w™ by
EL=w"™ + E§™ —2M =W —2M (A4)

where M is the nucleon rest mass, and W is the invariant mass of the hadronic

final state; therefore,

My =W = B +2M (43)

The three-momentum transfer g™ in the c.m. system is given by

em. _ _ﬂ lab
™= () | (46)

and the three-momentum k™ of the n—p system in the c.m. frame is given by

ko™ =\ Egme (BSme 4+ 4M) (A7)

The scattering angle fopb can then be written as

gcm- 2 —1/2
Bi“; = cos™! { cos O™ |1 — (Ec‘"") sin? Onp" . (A8)
d

From Fig. Al, we deduce that the recoil momentum of the proton is given by

1/2
klab L lab 2 klab lab
pr= [( 5 ) + (QT) + ( 2q )cos @f,‘;f’ ) (A9)

and the neutron scattering angle with respect to the direction of three-momentum

transfer g is

(A10)

Biaqb — COS_I [(qlab/z)z + P‘f — (klab/2)2] .

Pn qlab

Plotted in Figs. A3 through A7 as a function of ©n" is the transverse

polarization component Pg: of the neutron for the kinematics given in Table II
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These

calculations made use of the Paris potential wavefunctions. In the region away

of the proposal for the dipole and the Galster parameterizations of G7%.

from pure quasielastic scattering (i.e., ©5;" = 180° or neutron emission along ¢’),
these calculations of Arenhovel indicate that Pg: is insensitive to FSI, MEC, and
IC even when ©7™ is about ten to twenty degrees (depending on kirematics) away
from 180° (the quasielastic peak). In Figs. A8 through A12, we show p, and 9:;’;16 as
a function of @57" calculated by Eq.(A9) and A(10). From these plots, we know
9;?," corresponding to the
O, that ensures Pg to be insensitive to FSI, MEC, and IC. Listed in Table Al

for the proposed kinematic conditions and for the dipole parameterization of G%

the value of the recoil momentum p, and the associated

are values of 180.0 ~ ©77™", p, and 9%‘;” that preserve the insensitivity of P to FSI,
MEC, and IC. Corresponding results for the Galster parameterization are listed
in Table A2, From these tables, we see that a choice of Af, = +3.00°, which is
made after considering the horizontal matching and the background reduction, as
described in detail in the proposal, will ensure that our measurement of Pg: will

be insensitive to FSI, MEC, and IC, and deuteron wavefunctions.

Table Al. 180° — ©37%, p-, and Gf:f' for Model-Insensitive Pg:

in the Dipole Parameterization

Q | 6. | 6. g |180°-©5P p | A4,
(GeV/c)| (deg)| (deg)] (MeV/c)  (deg) |(MeV/c) (deg)
0.30 | 45.1f52.3] 572 ~E15 | o~ £T2 [~ £T7.2
0.50 | 65.7| 39.8] 757 ~+1T |~ £105|~ £7.9
1.0 | 45.0] 41.2] 1133 ~£15 | ~ £131|~ £6.6
1.5 |[656[29.8] 1464 | ~ 415 | ~ £160|~ £6.3
2.0 | 46.6]33.1] 1771 ~£10 | ~ £124[~ 4.0
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Table A2. 180° - @;7™, pr, and Hff'qb for Model-Insensitive Pg

in the Galster Parameterization
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Fig. A3 Transverse Polarization Pg of the Neutron from d{€, e'7i)p Reaction
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APPENDIX B
CALIBRATION OF THE NEUTRON POLARIMETER

We measured the analyzing power and the efficiency of the neutron polarimeter
that was used to measure the electric form factor of the neutron in Bates E85-05.
The attached reprint is a report of these polarimeter calibration measurements
with 138.4 MeV proton at the Indiana University Cyclotron Facility (IUCF). This
report appeared in the IUCF Annual Report 1989-1990, pp. 73-78 (1990).
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Abstract

We measured the analyzing power and the efficiency of a neutron polarimeter
that was designed and constructed to measure the neutron electric form factor
G%. The measurement was carried out at the Indiana University Cyclotron Fa-
cility with the 1*C(p, 7i)}*N reaction at a proton beam energy of 138.4 MeV. The
analyzing power,zy-, averaged over the acceptances of the polarimeter is typically
0.44 + 0.024 at a neutron energy of 135 MeV. With a lead-steel c¢ollimator, con-
sisting of 4 inches of lead sandwiched between two 13 inch steel plates, ahead
of the polarimeter, the average analyzing power is the same within statistics,

namely, Ay, = 0.43 £ 0.02;. The quoted uncertainties are statistical. In each
case, the efficiency of the polarimeter is about 0.26% for 135 MeV neutrons at a
pulse—height threshold of 4 MeV equivalent electron energy (MeVee) on the front
detectors and 10 MeVee on the rear detectors.

I[. INTRODUCTION

In proposals to the Bates electron accelerator facility and to the Continuous Elec-
tron Beam Accelerator Facility (CEBAF'), we proposed to determine the electric form
factor G of the neutron by scattering longitudinally—polarized electrons quasielasti-
cally from deuterium and measuring the transverse polarization component p, of the
recoil neutron. In the impulse approximation, this transverse neutron polarization
component p,, which lies in the scattering plane but normal to the neutron momen-
tum, is directly proportional to G.! The electric form factor G of the neutron is
a fundamental quantity needed for the understanding of both nucleon and nuclear
structure. For the kinematic conditions of the experiment at Bates, the kinetic en-
ergy of the neutron is centered at 136 MeV. The kinetic energies of the neutrons in
the CEBAF experiment range from 160 MeV to 1063 MeV. -

The principle of the measurement of the neutron polarization component p,s is
based on the fact that there is an asymmetry (8, ¢) in the scattering of polarized
neutrons at an angle # from unpolarized hydrogen nuclei. The asymmetry £(8, @) is

£(0,9) = Fy - Ay(0) = peAy(f)cos ¢ , (1)
where fi.y(ﬂ) is the analyzing power of n—p scattering at the polar angle & (the angle
between the z-axis and the momentum vector of the scattered neutron), and the
azimuthal angle ¢ (the angle between the vertical y-z plane of the polarimeter and the
secondary scattering plane). The asymmetry averaged over the angular acceptances
of the polarimeter is

€= (ps4y() cosp) =P 4, . (2)

Here

[ pa(8,8) Ay(8) cos ¢ anp(8) sin 8 d8 do
(por Ay(8) cos ¢) = o Fomddd i (3)
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_ Bo f Ay(f) cos $anp(8)sin 648 do
B [ onp(8) sin 8 48 dg (4)

=psAy , (3)

where the average neutron polarization is

. pe(8,9)Ay(8)cos da,,(8)sin 8 dE do
P = T A (B)cos pong(f) sin B dBdg

(6)

-

and the analyzing power averaged over the  and ¢ acceptances of the polarimeter is

—_ Ay(8)cos ¢ on,(f)sinfdfd
T, = (A, (f)cos ) = L (f)aﬂ,,(j) sin(a)dedqﬁ 2, (1)

Here onp(#) is the differential cross section for n~p scattering. According to Eq. (2),
the average neutron polarization P, can be measured with a polarimeter of known
average analyzing power A, by measuring the average scattering asymmetry ¢.

II. THE NEUTRON POLARIMETER
A. Configuration and Design

Shown in Fig. 1 is the configuration of the polarimeter. It consists of 12 scintillation
counters—four mineral oil (BC517L) primary scatterers (1 through 4) and two sets
of four rear plastic (NE-102) analyzer detectors. The rear detectors are located at a
polar angle § with respect to the direction of the incident neutrons. Rear detectors 5
through 8 are at an azimuthal angle ¢ = 0°; and rear detectors 9 through 12 are at
an azimuthal angle ¢ = 7. The positive and negative directions of the angle ¢ refer
here to the positive and negative y directions, respectively, in accordance with the
Madison convention.? The mean flight path from the point midway between primary
scatterers #2 and #3 to the midpoint of each rear detector array is 2.0 m. All 12
scintillation detectors are mounted with the long dimension normal to the plane of
the paper. The rear scintillators are 1.02 m long; the front scintillators are 0.508 m
long. In front of each set of four detectors is a thin (2 in) plastic scintillation counter
to veto charged particles. The lucite plastic container for the front scintillators has a
wall thickness of £ inch. On each end, a cell end cap is used to adapt a light pipe to
the larger dimension of the scintillator housing. An expansion chamber is mounted
on top of each primary detector to allow thermodynamic expansion(contraction) of
the mineral oil into(out of) the chamber.

The design of the polarimeter is based on the properties of n—p scattering as a
polarization analyzer. The principles of design were described previously.®* The
conventional figure of merit Alo,,, which determines the useful range of scattering
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angles for the polarimeter at a particular emergy, is calculated from nucleon-nucleon
(N-N) phase shifts with the computer code SAID.® A Monte Carlo code by Pella® is
then used to look at A_ga'::. For neutron energies of 130 to 140 MeV,? the optimum
laboratory scattering angle § = 21°.

B. Lead-Steel Collimator

Based on measurements of neutrons in test runs at Bates,” the neutron polarimeter
must be contained in a shielding enclosure with a front wall of several radiation
lengths of lead in order to attenuate the energy of high energy photons and the flux
of charged particles from the target. To simulate the experimental conditions at
Bates, a lead-steel collimator was constructed. The lead-steel collimator consisted of
4 inches of lead sandwiched between two layers of 1% inches of steel. This sandwiched
wall was located ahead of the polarimeter just outside of the hut. The back face
of the lead-steel wall was 14:% inches away from the front face of the first primary
scattering scintillator. Ahead of this lead-steel wall was connected a rectangular steel
collimator with a cross-sectional opening that measured 20 in x 30 in and 48 in long.
The steel that made up this rectangular collimator was 1% inches thick. On each of
the four sides of the collimator were pallets of concrete block that were as long as
the collimator (48 inches). The concrete block covered the front face of the detector
station in order to simulate the shielding for the G experiment at Bates.

C. Calibration of the Average Analyzing Power

From Eq. (2), we see that the average analyzing power A, of the polarimeter
can be obtained by measuring the scattering asymmetry £ for neutrons of a known
polarization p,. To obtain a neutron flux of known polarization, we used the 0% — 0+
transition to the isobaric analog state (IAS) in the *C(p,7)*N (2.31 MeV) reaction
at zero degrees. The Q-value is —0.63 MeV to the ground state and —2.94 MeV
to the 2.31 MeV state. If the incident protons are polarized normal to the reaction
plane, and if the interaction conserves angular momentum and parity, the general
relationship®? between the neutron polarization p, and the proton polarization p, is

Pn[l +PpAy(9)] = P(6) + pp D (8)

where A,(8) is the analyzing power of the reaction, P() is the polarization function
of the reaction, and Dy y- is the polarization transfer coefficient. A (5, #) reaction on
a J" = 0% target to a J© = 07 state in the residual nucleus is a pure nonspin-flip
transition. Because the proton transfers its spin to the neutron without flipping the

spin, the polarization transfer coefficient Dyy' = 1 for a 07 — 07 transition. At 0°,



the analyzing power 4,{0°) and the polarization function P(0°) vanish identically;
hence, for a 07 — 0T transition at 0°, Eq. {8) simplifies to p, = p,. Of the many
known 0+ — 0T transitions, the *C(7,7)"*N (2.31 MeV) is desirable because the
cross section at 0° is large and the 2.31 MeV state can be separated easily from

neighboring states.

D. Efficiency

The efficiency e of the neutron polarimeter is the probability that a neutron ezltering
the polarimeter will produce an event that satisfies all thresholds and cuts. The
determination of the double-scattering efficiency of the polarimeter makes use of the
0° cross—sections of Anderson et al.’® for the 12C(p,n)!2N (g.s.) (which has a Q- value
of —18.1 MeV) and those of Taddencci et al.'* for the *C(p,2)"*N (3.95 MeV, 17)
(which has a Q-value of —4.58 MeV) reaction. For the incident proton beam of 138.4
MeV, the energy of the neutrons is ~ 119.7 MeV for the 2C(p,n)!?N (g.s.) reaction;
and ~ 133.8 MeV for the *C(p,n)!*N (3.95 MeV, 17) reaction. As reported by
Watson et al.,® the efficiency of a nine-detector polarimeter was found to be constant
within a few percent for neutron energies from about 80 to 140 MeV.

III. EXPERIMENTAL PROCEDURE

The experiment was performed with polarized protons at the Indiana University
Cyclotron Facility (IUCF). The detector station that housed the polarimeter was lo-
cated outside of the beam swinger facility on the 0° line at a flight path of 65.33 m
from the target to the midpoint of the four front analyzing detectors in the polarime-
ter. A polarimeter located in the beam line (BL-2) between the two cyclotrons is
used to determine the beam polarization by scattering the protons from a *He tar-
get. Scattered protons are detected by a pair of detectors mounted symmetrically to
the left and right of the beam. The difference in the left and right yields are com-
pared with the known analyzing power of the f—*He elastic scattering reaction at a
given energy. The beam polarization was measured periodically with data acquisi-
tion and analysis software supplied by the IUCF. During a beam polarization run,
the extracted scattering yields were used to determine the beam polarization and
its associated uncertainty. The proton beam polarization averaged over the duration
of these measurements was 0.725 + 0.001 £ 0.015. The uncertainty of +0.001 is
statistical only. Other errors in the system arise from the calibration of the BL-2
polarimeter, the quality of the background subtraction in the BL-2 polarimeter, and
the transport of the proton beam through the cyclotron. The uncertainty in the
analyzing power of the BL-2 polarimeter is typically 0.5%. Background subtraction



introduces an uncertainty at a level of 1 to 2%. The uncertainty in the proton beam
polarization from these factors is estimated to be about +0.015, about an order of
magnitude larger than the statistical uncertainty.

Because the inside dimensions of the detector stations at the IUCF are not large
enough to accomodate vertical mounting of the rear detectors, the neutron polarime-
ter detectors were mounted horizontally, which is the same orientation required for
measurements of G. The horizontal orientation of the neutron polarimeter requires
a sideways polarized beam for calibration. A superconducting solenoid upstteam of
the target was used to provide sideways polarized protons at the target, which is
located just upstream of the dump magnet in the beam swinger facility. Because the
polarization of the neutrons is perpendicular to the magnetic field in the dump mag-
net, the neutron precesses as the neutron traverses the dump magnet. The precession
A8, of the neutron spin can be determined from the following expression:

A8, = 7-922A9p . (9)

Here g, is the intrinsic spin g~factor for the neutron, v is the Lorentz factor for
the neutron, and A#, is the proton bend angle in the dump magnet, which is 12.5°.
Equation (9) is a reliable measure of A8, provided that the following integrations are
equal for the neutrons and the protons; that is,

det,,:/de,, , (10)

where dl, and dl, are the differential path lengths for the proton and the neutron,
respectively, and B is the magnetic field strength that depends on the position of the
particle as it traverses the magnet. Because of the relatively small bend angle A4,
and because the beam dump is at a relatively large distance of about 22 feet from the
entrance to the dump magnet, the difference in these two integrals is expected to be
small. With |g./2| = —1.91 and Ad, = 12.5°, we find A, = 27.3° for T, = 140 MeV
(v = 1.14) in the counterclockwise direction; however, because the protons follow
a curved path and pass through more of the fringe field of the dump magnet than
the neutrons, [ Bdl, is slightly smaller than [ Bdl,. We estimate A§, = 25° £ 2°;
accordingly, the sideways component of the neutron polarization is reduced by about
10%:

Pn = Ppcos(25° £ 2°) = (0.906 £+ 0.013) p, . (11)

For p, = 0.725 4 0.015, p, = 0.657 + 0.017.



IV. DATA REDUCTION

A spectrum of the time-of-flight (TOF) of neutrons from the target to the front
scatterer is shown in Fig. 2 for neutrons with a sideways polarization to the right.
The overall energy resolution was determined from the full width at half maximum
(fwhm) values for the 1* and the 07 peaks. The energy resolution, AT, obtained
from this experiment was ~ 0.50 MeV (fwhm). This value for AT was consistent
with the value obtained from the intrinsic time dispersion measurements with cosmic-
rays on the front mineral oil scatterers. A neutron energy spectrum at (° from the
'C(p, )N reaction is shown in Fig. 3 for 138.4 MeV incident protons. This energy
spectrum combines TOF spectra for both spin states of the neutron to all four front
scatterers. These data were obtained with a target to polarimeter flight path of 65.33
m. The peak labelled 2V is the ground state of the 2C(p,n)*?N reaction from the
'2C content of the '*C target. The peaks in these spectra lie on top of a background
that consists of the cosmic rays that leak through the anticoincidence detectors, the
so—called “wraparound” or overlap neutrons from earlier beam bursts, and continuum
neutrons from processes such as quasifree neutron knockout.

A. Instrumental Calibrations

Calibration constants are required for the six parameters needed to describe each
recorded event in order to extract physical information from a recorded event, Madey
et al.'? describe the technique to obtain the position calibration, the pulse-height
calibration, and the intrinsic time dispersion for large-volume mean-timed organic—
scintillator detectors for neutrons. Two types of calibrations are needed: one for the
time-of-flight (TOF) between the target and one of the front scatterers and the other
for the time—of-flight (ATOF) between a neutron scattering event from one of the
front scatterers and one of the rear detectors. For each TOF spectrum, we determine
two calibration parameters: (1) the time-per-channel and, (2) the channel number
for t = 0. Calibration of the time-per—channel is accomplished with a precision time
calibrator. The results are typically 24 ps/channel. By identifying a peak of known
velocity in the TOF spectrum, the channel number for ¢ = 0 is determined for the
flight time over a known flight path.

B. Data-Sorting Procedure

The data-sorting follows the procedure of Watson et al.® For each event, six pa-
rameters are recorded on magnetic tape, along with “tag” information identifying the
spin state of the beam and those detectors in the polarimeter that were involved in a
particular event. The six parameters are



(1) the time—of-flight from the target to one of the scatterers,

(2) the time~of-flight between the scatterer and a rear detector,

(3) the pulse-height in the scatterer,

(4) the pulse-height in the rear detector,

(5) the position (along the X-axis) of the interaction in the scatterer,

(6) the position of the interaction in the rear detector.

The position signals (5) and (6) are the time differences between the signals obtained
from the photomultiplier tubes at the left and right of each detector. Hardware
thresholds were set to be ~ 0.5 MeVee for the front scatterers and ~ 2 MeVee for the
rear detectors. Note that MeVee represents “MeV electron equivalent” energy.

Off-line, events are sorted with the following sets of “cuts”:

(1) Events falling below software pulse-height thresholds (4 MeVee for the front
scatterers and 10 MeVee for the rear detectors) are rejected.

(2) The velocity of the incoming neutron vin. and its kinetic energy Tin. are calcu-
lated from the known flight path and parameter (1). Events with Tin. falling outside
the desired range of energies (e.g., 110 < Tin(MeV) < 140} are rejected.

(3) From tag information and position information (parameters 5 and 6), we con-
struct the coordinates (zi,y1,21) for the point of interaction in the front scatterer
and (2, y2, 22) for the point of interaction in the rear detector. From Az = (2, — z1),
Ay = (y2 =~ 1), and Az = (22 — z1), we determine r (the distance between an interac-
tion in a front scatterer and an interaction in a rear detector), 4, and ¢. The scattering
angle @ is restricted by the physical layout of the polarimeter. Events falling outside
a specified cut on ¢ will be rejected. The ¢—cut imposed was |¢| < 40°. (See Fig. 4)

(4) The velocity of the scattered neutron v, is determined from the calculated flight
path r and the time—of-flight between the scatterer and a rear detector (i.e., param-
eter (2)). This scattered velocity v, is compared with the velocity v,, calculated for
n—p scattering. The kinetic energy of the scattered neutron T, is given by:

2 Tine cos? 8
(v+1) - (y—1)cos?8

Top = (12)

For low incident neutron energies (i.e., 110-140 MeV) and for relatively small scat-
tering angles, notice that the factor

2
(‘r+1)—(7—1)cos=9:’1; (13)

Hence,

Top = Tine cos’f . (14)



For calibrating the KSU polarimeter, Eq. {14} is a good approximation (within 1%)
for the kinetic energy of the scattered neutron. After obtaining T, vnp is calculated
relativistically. Events are rejected when v, is not sufficiently close to vn,. This
velocity ratio v,./vn, has an important influence on 7°, the instrumental figure of
merit, which will be discussed later. The cut on the velocity ratio R, is needed to
discriminate against background events from the ?C(n,np) reaction on '*C nuclei in
the scatterers.

(5) Neutron excitation energy spectra (Tin spectra) are generated for néutrons
scattering to the top and bottom rear detectors in the polarimeter for both spin-
right and spin-left states of the proton beam. These spectra are the output of the
sorting program (see Fig. 5 & Fig. 6).

Listed in Table Iis a compilation of the events accepted after each cut in an off-line
analysis for runs without the collimator:

TABLE I. Fraction of events accepted after each cut.

Cut Limits Events Acceptance (%)
Good events Hardware threshold 2,424,516 100.0
Pulse~height 4 and 10 MeVee 1,080,632 44.6
Time of flight 110 < T,(MeV) < 140 938,372 38.7
Azimuthal angle, ¢ |#| < 40° 861,951 35.6
Velocity ratio R, < 0.90 322,461 13.3

The number of events extracted in the 07 peak after all of the above cuts have been
imposed is only about 0.8% of the good events.

C. Peak-Fitting and Statistical Analysis

From the output of the data-sorting routine, namely Figs. 5 and 6, we obtain the
up—down scattering asymmetry &

with

Ny = NF+ N (16)
and

Np=NE+N§ . (17)



Here the superscript R(L) denotes the case when the sideways polarization of the
neutron flux is to the right(left). Four spectra result from the data-sorting proce-
dure. These four excitation energy spectra are fitted with the minimization program
MINUIT.}? Briefly, we use this program to fit both the 0% and the 1* peaks with
Gaussians and to fit a broad Lorenztian function to the background on both sides of
the peaks. Input parameters consist of calculated (kinematic) values for the kinetic
energy of both peaks and the width of the peaks at fwhm. Lastly, we look at the
quantity x? which determines the goodness of fit of the curve—fitting to the spéctrum.
A minimal x? will yield the best fit possible for the given spectrum.

From Eq. (15), we can express the relative uncertainty in the average asymmetry
as:

A\t [AWy - Np)T* | [A(Ny + Np)1* _ Nu+ Np s
(T) - l Ny — Np ] [ Ny + Np ] B (NU—ND)Z( e, )
or

AE~ (NU-I-ND)UZ _ 1
T Ny-Np  ENVZ

(19)

The first equality in Eq. (19) is a good approximation because l;_'z <« 1; from Eq. (15),
the second equality in Eq. (19) follows by substituting Ny~ Np = ¢(Ny+Np)=EN.
From Eq. (2), the relative error in the average analyzing power of the polarimeter can

be written:
A N2 AEN2 AF\? AAN2 AANZ
() =-F+EF =D @
Ay E Ps Ay stat Ay scale
where the relative scale uncertainty is '
A‘ZJ) Apy
— = — 21
( Ay scale Py ( )
and the relative statistical uncertainty in the average analyzing power of the polarime-
ter is
AA, A€
( ._J‘) == . (22)
Ay stat E
In view of Egs. (19) and (15), we rewrite Eq. (22):

_ -1

(AAy)stat = ﬁ-{ﬁ- " (23)

Uncertainties in the exact locations of the y~peaks in the ATOF spectra, the TAC
calibrations for both parameters (1) and (2), and the pulse-height thresholds in the
detectors all contribute to an overall systematic uncertainty for the measurement.
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V. PERFORMANCE OF THE POLARIMETER

Neutron excitation energy spectra from the **C(p, #)!*N reaction are shown in Figs.
5 and 6. The fact that the 0% state at 2.31 MeV of excitation energy is separated
clearly from the 1* state at 3.95 MeV of excitation energy allows the yield under the
0% calibration peak to be extracted with a small uncertainty. At 7, = 138.4 MeV,
this good separation results from a flight path of 65.33 m.

The first objective for evaluating the performance of the polarimeter was the desire
for a large “instrumental figure of merit”, given by the relationship:

1" = (4,)%, (24)

The value of n* depends on the R, cut; accordingly, we examine n* as a function of
the R, software cut. A second objective is the desire to make A, as large as possi-
ble in order to minimize sensitivity to instrumental asymmetries in the polarimeter;
therefore, maximizing 7* while keeping A, as large as possible with as small of an
uncertainty as possible was our overall goal.

In Fig. 7, we present a spectrum of the velocity ratio B, for T, = 133.8 MeV; these
data are from the strong N(3.95 MeV) state excited in the **C(F,7)}**N reaction.
The spectrum for the runs with and without a collimator are similar. The A, spectrum
has a distinct, nearly Gaussian, peak centered at R, = 1 from n-p elastic scattering
events and a continuum of events from reactions on carbon with a peak at R, = 0.87.
The results of five R, cuts that were analyzed for the run without the collimator are
shown in Table II:

TABLE II. Performance of the polarimeter as a function of the R, cut.

R, cut % retained £+ Af A, + A4, (%) - 7* (%)
0.88 41.9 0.278 £+ 0.009 0.42 £0.014 0.27 0.048
0.89 40.5 0.285 £ 0.010 0.43 +0.014 0.27 0.050
0.90 38.4 0.288 £ 0.010 0.44 + 0.02, 0.26 0.050
0.91 36.8 0.290 + 0.011 0.44 £ 0.02, 0.25 0.048
0.92 35.2 0.292 £ 0.011 0.44 £ 0.024 0.24 0.046
0.93 33.9 0.299 £ 0.011 0.45 = 0.02, - 0.23 0.047
0.94 323 0.297 £ 0.012 0.45 £ 0.02, 0.22 0.045
0.95 31.1 0.301 = 0.012 0.46 £ 0.02, 0.21 0.045

With a mean flight path of 2.0 m between the midpoint of the front scatterers and
the midpoint of each rear detector array, the carbon events are separated clearly from
the hydrogen peak. A cut on the velocity-ratio spectrum, R, = 0.90, eliminates
most of the events from '2C. The value for #* was 0.050 with ¢ = 0.26. The R, cut
at 0.90 yields 4, = 0.44 + 0.02o. Because the time-of-flight resolution of the 12-
detector polarimeter with a 2.0 m flight path is better than that of a nine-detector
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polarimeter® with a 1.0 m mean flight path, a cut at a specified velocity ratio (e.g.,
R, = 0.90) will eliminate a larger fraction of events from **C.

VI. DEPOLARIZATION OF NEUTRONS BY THE LEAD-STEEL WALL

Nuclear elastic scattering within the (lead-steel) shielding wall ahead of the po-
larimeter can depolarize the neutron flux before it reaches the polarimeter. The
proton densities in lead and iron were taken from electron scattering data; and the
neutron density is taken to be proportional to the proton density. We assume that all
elastically-scattered neutrons reach the front scatterers. (Note that more than 90% of
elastic scattering falls within a cone of opening angle Af < 12°). Also we assume that
inelastic scatterings are cut by off-line software analysis so that the beam intensity

is attenuated as
I(z) = Le /. (25)

Here ) is the absorption mean free path; i.e., A = 1/pn0as,, Where ogp, is the absorp-
tion cross section. Furthermore, we assume that the fraction of the transmitted beam
that has suffered one or more elastic scatterings is

Noot
feo = au 1 £, (26)

where t is the thickness of the wall and o.; is the total elastic cross section. Finally,
if the elastically-scattered neutrons have a polarization Py averaged over the given
solid angle, the transmitted flux has a net polarization

fb_.__1_fd(]__.1";:i')=(l—fel)+felp_el: ) (27)

where p, is the beam polarization. Hence, the problem reduces to a determination of
.

We define a laboratory coordinate system (%,7,2) = (E_I,\‘/',I‘,), where H is horizontal,
V is vertically upwards, and L is along the incident beam. When the reaction plane
within the wall is horizontal and the scattering is to the left, this system coincides with
the conventional (S,N,L) system; however, we must consider reaction planes rotated
through an azimuthal angle ¢. We seek to relate polarization transfer coefficients
(Dy, Dvv,...) to the standard coefficients (Dss, Dnw, -..); for this purpose we use
the transformation ‘

Dy Dy _ [cosg—sing Dss 0 cos¢ sing (28)
Dvg Dyv - sing cos¢ 0 Dyn — sin ¢ cos ¢ ’
where Dys=Dsny=0. Thus, we find
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Dyy = Dsscos’ ¢ + Dyysin’ o,
Dvv = Dgs sin? ¢+ Dnn cos’ ¢, (29)

DHV = (Dss - DNN)COS qbsind) = DVH .

Finally, averaging over the azimuthal angle ¢, we obtain

1 1 1 "
;A;;r-quS Dyy = -ﬂfdéva = E(DNN + Dss}, (30)

1 1
5-7;fcz<;s.19,z,v1,=2—7;/44{;1),”,:0, (31)

These relationships conform with expected symmetries; in particular, orthogonal com-
ponents are not coupled by azimuthal averaging and the two polarizations orthogonal
to the beam direction remain equal, but may be changed by Dynx + Dss. For elastic
scattering, Dyn=1; thus,

< Dag(6) >e= 5(1 + Dss(8)) - (32)

The following are some results of elastic scattering calculations ***Pb and **Fe using
the Paris-Hamburg G-matrix, p., and p, to generate optical potentials appropriate to
T, = 140 MeV. The average transfer coefficient was obtained by numerical integration

over § using

[o(8)d0 ‘

Dyn = (33)

The average polarization P in Eq. (19) is equal to Dygp because here the incident
neutron polarization is unity. The assumption of single scattering and the assumption
that the acceptance of the front scatterer is independent of the scattering angle and
the interaction point in the lead-steel wall are justified by the fact that both the
pumerator and the denominator of Eq. (33) attain more than 90% of their final
value inside of 12°. To achieve convergence of the depolarization in this model, the
integration must be carried out to about 40°. Integration over 40° yields the results
listed in Table III:
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TABLE [II. Depolarization of neutrons by the lead—steel wall

Parameters 208py, 54Fe
oo (barns) 2.11 0.754
Tabs (barns) 2.13 0.904
Absorption mfp, A (e¢m) 14.4 12.6
Wall thickness, ¢t (cm) 10.2 7.0
Transmission 0.492 0.574
Elastic scattering fraction, fy 0.704 - 0.463
Average transfer coefficient, Duw 0.965 0.948
?/Ps 0.975 0.976

The product of the p/p, values in the table gives a net p/p, = 0.952, or a neutron
depolarization of 4.8%.

The results from the test run with the lead-steel collimator confirm, within statis-
tics, that the overall performance of the polarimeter is unchanged; hence, using lead
and steel for the shielding in the front wall will not hinder the measurement of G%.
The result that A, = 0.43 £ 0.02, at a R, cut of 0.90 is the same, within statistics,
as the average analyzing power obtained without the collimator. Also, the compari-
son of the neutron polarizations for the runs with and without the collimator also is
consistent, within statistics, with the prediction that the depolarization is only about
5%. The efficiency is the same for both cases, as expected, because the efficiency as
defined depends only on neutrons incident on the first detector of the polarimeter; of
course, the real efficiency for neutrons from the d(¢&, e’ ) reaction will be lowered by
the transmission of neutrons through the the lead-steel wall.

VIi. CONCLUSION

We obtained calibration data for a new neutron polarimeter designed and built
for the G experiment at the Bates linear accelerator. Our results are consistent
with expectations from design. The design of the polarimeter discriminates against
background events from the }*C(n,np) reaction. This discrimination yields a relative
maximum of the instrumental figure of merit. Depolarization of the incoming neutron
flux by the lead-steel collimator is negligible (or small) so the benefits of the shielding
qualities from this lead-steel wall can be enjoyed without decreasing A,.
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FIG. 1. The neutron polarimeter.

FIG. 2. Time-of-flight spectrum of neutrons with a sideways polarization to the right
from the 1*C(7, 7i)!*N reaction at a proton beam energy of 138.4 MeV.

FIG. 3. Energy spectrum of neutrons with both spin states from the " C(p, r'i)lé‘N reac-
tion at a proton beam energy of 138.4 MeV.

FIG. 4. Number of events vs. the azimuthal scattering angle, ¢. Panel (a) is a spectrum
after imposing pulse-height cuts only; and in panel (b) is the spectrum after imposing all
cuts.

FIG. 5. Spectrum of scattered neutrons with sideways polarization of the incident neu-
trons to the right. In panel (a) the neutrons are scattered to the top detectors; and in panel
(b) the neutrons are scattered to the bottom detectors.

FIG. 6. Spectrum of scattered neutrons with sideways polarization of the incident neu-
trons to the left. In panel (a) the neutrons are scattered to the bottom detectors; and in
panel (b) the neutrons are scattered to the top detectors.

FIG. 7. Spectrum of the velocity ratio R, = v,./vn, for a neutron kinetic energy of 133.8
MeV. The dashed line at £, = 0.92 represents a cut that removes most of the events from
the inelastic *C(p, pn) reaction.
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