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Abstract

The neutral pion decays via chiral anomaly and this process historically led to the

discovery of the chiral anomaly. The π0 decay width is among the most precise

predictions of quantum chromodynamics (QCD) at low energy. However, the current

experimental results are not commensurate with theoretical predictions. The Particle

Data Group (PDG) average of the experimental results is 7.63 � 0.16 eV, which is

consistent with the chiral anomaly prediction (7.725� 0.044 eV). Recent theoretical

calculations based on the sum rule and chiral perturbation theories (ChPT) show

an increase of 3.0%-4.5% to the chiral anomaly prediction with 1% precision. As a

result, a precise measurement of the neutral pion decay width would be one of the

most stringent tests of low energy QCD. PrimEx-II experiment measured the neutral

pion decay width via the Primakoff effect using two targets, silicon and 12C. The

π0 decay width was extracted by fitting the measured cross sections using recently

updated theoretical models for the process. The resulting total π0 decay width is

7.82� 0.05pstatq� 0.10psystq eV. With a total uncertainty of 1.8%, this result is the

most precise experimental estimation. The PrimEx-II result lies within 0.8 σ above

the chiral anomaly predition, one σ below the sum rule prediction, and 1.8 σ below

the ChPT calculations. This result is in better agreement with the chiral anomaly

prediction.
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1

Introduction and Physics Motivation

1.1 Introduction

The strong interaction is responsible for 99% of all visible matter in the universe.

Quantum Chromodynamics (QCD), which treats quarks and gluons as the fundamen-

tal degrees of freedom, is regarded as the accepted description of strong interactions.

The gluons carry color charges and work as the mediators of the strong force, and

also interact with themselves. This special feature leads to two important aspects of

QCD: asymptotic freedom and color confinement.

Color confinement describes the phenomenon that quarks and gluons are bound

into colorless hadrons and can not be observed directly. The asymptotic freedom

describes the feature that the coupling between two color objects is weaker at higher

energy (shorter distance), and stronger at lower energy (longer distance). Fig. 1.1

shows the strong interaction coupling constant αs as a function of the 4-momentum

transfer Q. The αs approaches zero at large Q, where quarks/gluons behave like

free particles. In this circumstance, perturbative calculations can be used to predict

experimental observables. However, at low energy, perturbative calculations are not

1



applicable due to the fact that αs is large and the relevant degrees of freedom are color

neutral hadrons, not quarks and gluons. Lattice calculations and Chiral Perturbation

Theory (ChPT) are two important theoretical methods used in the low energy QCD.

The π0 decay width is particularly important since it is arguably the most precisely

calculated quantity in low energy QCD.

Figure 1.1: The strong interaction coupling constant, measured from Deep Inelastic
Scattering, e�e� annihilation, and heavy Quarkonia, is plotted as a function of the
4-momentum transfer Q.

The π0 Ñ γγ decay proceeds primarily via the chiral anomaly, which is another

important aspect of QCD. An anomaly occurs when the symmetry of a theory’s

classical Lagrangian fails to be the symmetry of the full quantum theory. The chiral
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symmetry exists in the classical Lagrangian of QCD in the chiral limit (vanishing light

quark masses). If one considers the light quarks, u and d, the massless approximation

is appropriate. The chiral symmetry is spontaneously broken in the quantum field

theory. The π0 decay width is predicted to be 7.725�0.044 eV via the chiral anomaly

in the chiral limit at the leading order (LO). Recent theoretical calculations in chiral

perturbation theory (ChPT) at next-to-leading order and next-to-next-leading order

(NLO and NNLO) predict a small, 4.5% increase to the decay width predicted by the

chiral anomaly [1, 2, 3]. All these calculations are at 1% level precision. However,

the experimental situation on the π0 decay width is very different. To improve

the experimental situation, PrimEx-I [4] and PrimEx-II experiments were carried

out in 2004 and 2010, which will be discussed in details in the following chapters.

Before PrimEx-I, the average experimental value of the π0 decay width given by the

Particle Data Group (PDG) was 7.74�0.55 eV [5]. This value was the average of four

experiments with much larger dispersions among both the decay widths and their

quoted experimental uncertainties. The most precise measurement prior to PrimEx-I

was made by Atherton et al with a 3.1% total uncertainty [6]. Clearly, an experiment

with a better precision is needed. The π0 decay width measured by PrimEx-I was

7.82 � 0.14 � 0.17 eV, with a total uncertainty of 2.8% [4]. The PrimEx-I result

improved the PDG average by a factor of 1.5. The current experimental average

from the PDG is 7.63� 0.16 eV [7]. It is the average of the five experimental results.

Four of them are dedicated measurements of the π0 decay width. These are the 1974

Cornell Primakoff measurement [8] giving the π0 decay width of 8.02� 0.42 eV, the

1985 CERN direct measurement of the decay width at 7.34 � 0.18 � 0.11 eV [6],

the 1988 DESY e�e� experiment giving the decay width of 7.7 � 0.5 � 0.5 eV [9],

and the PrimEx-I experiment [4]. The last experiment [10] measured the pion weak

form factor, and the π0 decay width was obtained via the conserved-vector-current

relation between the π0 decay width and the vector form factor FV . The quoted result

3



is 7.74 � 1.02 eV. I will not discuss this experiment due to its large uncertainties.

The results of the other four experiments together with the theoretical predictions

are summarized in Fig. 1.2.

Figure 1.2: Experimental measurements of π0 decay width. The four experiments
are the 1974 Cornell Primakoff measurement [8], the 1985 CERN direct measure-
ment [6], the 1988 DESY e�e� experiment [9], and the PrimEx-I experiment [4].

In summary, three of the four experiments mentioned above are in agreement

with the LO anomaly prediction and the higher order chiral perturbation theory

calculations. However, they don’t have sufficient accuracy to demonstrate the 4.5%

increase predicted by the recent theoretical calculations. In addition, the difference

between the results of the two most accurate experiments, the 1985 direct measure-

ment at CERN [6], and the PrimEx-I experiment [4] is 0.57 eV, which is about 7.5%.

Clearly, although the experimental situation was improved after PrimEx-I, another

experiment with higher accuracy is still needed.

PrimEx-II is another Primakoff type of measurement similiar to PrimEx-I. The

4



Primakoff effect is particularly advantageous because the π0 decay width is propor-

tional to the Primakoff cross section. The energy and timing of the incoming photon

is tagged by the a photon tagging facility. The π0 is created by the interaction be-

tween this real photon and a virtual photon in the target. It then quickly decays into

two γ’s, which were detected by a hybrid calorimeter (HYCAL). The kinematics of

the π0 can be reconstructed and a differential cross section can be extracted. The

goal of PrimEx-II is to measure the decay width to a precision of less than 2.0%.

1.2 Physics Motivation

The two-photon decay mode of π0 proceeds through chiral anomaly, which is demon-

strated in Fig 1.3. This process historically led to the discovery of chiral anomaly and

also provides a test of it. The chiral anomaly is of pure quantum mechanical origin.

In order to demonstrate this, consider the Lagrangian of simple massless spinor field

carrying charge e coupled to the electromagnetic field:

L � ψ̄pi{B � e {Aqψ �
1

4
FµνF

µν . (1.1)

The Lagrangian is invariant under transformations ψ Ñ eiθψ and ψ Ñ eiθγ
5
ψ,

leading to conserved vector currents Jµ � ψ̄γµψ and the conserved axial current

Jµ5 � ψ̄γµγ5ψ, respectively.

Now in quantum theory, consider the amplitude x0|TJλ5 p0qJ
µpx1qJ

νpx2q|0y. Its

Fourier transform is given by two“triangle” diagrams in Fig. 1.4, which gives

∆λµνpk1, k2q � p�1qi3
»

d4p

p2πq4
trpγλγ5 1

{p� {q
γν

1

{p� {k1

γµ
1

{p
� γλγ5 1

{p� {q
γµ

1

{p� {k2

γν
1

{p
q,

(1.2)

where q � k1 � k2 is the momentum carried by the axial current. Classically the two
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Figure 1.3: The diagram of π0 decay through chiral anomaly.

Figure 1.4: The triangle Feynman diagrams for the amplitude
x0|TJλ5 p0qJ

µpx1qJ
νpx2q|0y.

aforementioned symmetries imply BµJ
µ � 0 and BµJ

µ
5 � 0, or k1µ,2ν∆

λµν � 0 and

qλ∆
λµν � 0.

In order to validate these relations in the quantum theory, one will need to cal-

culate the integral in equation 1.2. Contracting equation 1.2 with k1µ, and replacing

{k1 with {p� p{p� {k1q in the first term, with p{p� {k2q � p{p� {qq in the second term, one

obtains:

k1µ∆λµνpk1, k2q � i

»
d4p

p2πq4
trpγλγ5 1

{p� {q
γν

1

{p� {k1

� γλγ5 1

{p� {k2

γν
1

{p
q. (1.3)
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If one writes the integrand in the first term in Eq.( 1.3) as fppq, then the second

term can be written as fpp� k1q. Using Taylor’s theorem:

»
d4p

p2πq4
fpp� k1q �

»
d4p

p2πq4
pfppq � kµ1 Bµfppqq. (1.4)

Using Gauss’s theorem, one has:

k1µ∆λµνpk1, k2q � �
i

p2πq4
lim
pÑ8

ikµ1
pµ
p
fppqS3, (1.5)

where S3 � 2π2p3 is the area of the 4-dimensional spherical surface. Plugging

fppq �trpγλγ5 1

{p� {q
γν

1

{p� {k1

q

�
γ5p{p� {qqγνp{p� {k1qγ

λ

pp� qq2pp� k1q2

�
4iετνσλpqτpσ � qτk1σq

pp� qq2pp� k1q2
,

(1.6)

into equation 1.4, one obtains:

k1µ∆λµνpk1, k2q �
i

p2πq4
lim
pÑ8

ip�k1q
µpµ
p

4iετνσλqτpσ
p4

p2π2p3q

�
i

8π2
ετνσλk1τk2σ.

(1.7)

Similarly, one finds k2ν∆
λµνpk1, k2q � � i

8π2 ε
τνσλk1τk2σ, and qλ∆

λµνpk1, k2q �

i
4π2 ε

µνλσk1λk2σ. The violation of the vector current conservation is disastrous and

would have serious consequences for photon interactions. The problem arises from

the linear divergence of integration 1.2. As a result, integration 1.2 is not well

defined. To solve this issue and restore current vector reservation, one can alter

the integration 1.2 via shifting the integration variable by an 4-vector a so that

k1µ,2ν∆
λµνpa, k1, k2q � 0. First compute the difference ∆λµνpa, k1, k2q � ∆λµνpk1, k2q
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using similar method above. In this case,

fppq � lim
pÑ8

trpγλγ5 1

{p� {q
γν

1

{p� {k1

γµ
1

{p
q

� lim
pÑ8

trpγλγ5{pγν{pγµ{pq

p6

�
2pµtrpγλγ5{pγν{pq � p2trpγλγ5{pγνγµq

p6

�
4ip2pσε

σνµλ

p6
.

(1.8)

The difference between ∆λµνpa, k1, k2q and ∆λµνpk1, k2q can be obtained via Gauss’s

theorem:

∆λµνpa, k1, k2q � ∆λµνpk1, k2q �
4i

8π2
lim
pÑ8

aω
pωpσ
p2

εσνµλ � µ, k1 Ø ν, k2. (1.9)

Since k1 and k2 are independent, one can represent the 4-vector a as αpk1 � k2q �

βpk1 � k2q. Plugging it into equation 1.9, one has:

∆λµνpa, k1, k2q � ∆λµνpk1, k2q �
iβ

4π2
ελµνσpk1 � k2qσ. (1.10)

In order to make k1µ,2ν∆
λµνpa, k1, k2q � 0, β � �1

2
. To calculate qλ∆

λµνpa, k1, k2q,

one only needs to calculate

qλ∆
λµνpa, k1, k2q � qλ∆

λµνpk1, k2q �
i

4π2
εµνλσk1λk2σ. (1.11)

Since qλ∆
λµνpk1, k2q �

i
4π2 ε

µνλσk1λk2σ, finally:

qλ∆
λµνpa, k1, k2q �

i

2π2
εµνλσk1λk2σ. (1.12)

The axial current is not conserved and the chiral symmetry is broken. For more de-

tailed derivation, please refer to [11, 12, 13]. The amplitude x0|TJλ5 p0qJ
µpx1qJ

νpx2q|0y
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can be seen as the matrix element of the axial current between the vacuum and a

two-photon state. The matrix element contributes to a process in which a π0 is first

created by the axial current and then decays into two photons, and the π0 decay

amplitude is directly linked to equation 1.12. The π0 decay amplitude vanishes in

chiral limit if one assumes the conservation of the axial current. Since the π0 decays

into two photons and π0 mass is very small (chiral limit is “almost” right), histori-

cally the π0 decay process provides the first indication of the non-conservation of the

axial current. The π0 two-photon decay amplitude predicted by chiral anomaly in

the chiral limit assumption is [12]:

e2

4π2Fπ
εµντσk

µ
1k

ν
2ε
τ
1ε
�σ
2 , (1.13)

where ε1 and ε@ are the photon polarizations, and Fπ � 92.21 � 0.02 � 0.14 MeV is

the pion decay constant and can be measured via π� Ñ µ�νµ [14]. This gives the

decay rate:

Γpπ0 Ñ γγq �
α2m3

π

64π3F 2
π

, (1.14)

where α is the fine structure constant, and mπ is the mass of the π0. The predicted

π0 decay width is 7.76� 0.04 eV, which is in agreement with the currently accepted

value, 7.74 � 0.46 eV [7].

However, the above prediction is incomplete because the chiral limit, in which the

u, d quarks are massless, doesn’t represent the real world. The masses of u, d quarks

are not zero, but rather mu � 4 MeV and md � 7 MeV. More importantly, the light

quarks are nondegenerate, and the π0 is mixed with other isospin zero mesons, η

and η1 [2]. In recent years, QCD corrections to the chiral anomaly prediction for

the π0 decay width were estimated by a number of groups. The work of Goity et

al. [2] involved a next-to-leading order (NLO) calculation in chiral perturbation the-

ory, which estimated a π0 decay width of 8.10� 0.08 eV. This calculation was at the
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1% level and predicted an increase of about 4.5% from the chiral anomaly prediction.

Another NLO calculation in chiral perturbation theory was carried out by Anantha-

narayan and Moussallam [1], and their result was 8.06 � 0.06 eV. In 2009 Kampf

and Moussallam [3] performed a next-to-next-to-leading (NNLO) calculation, which

yielded a result of 8.09� 0.11 eV. All these three results were in excellent agreement

with each other. A sum rule estimation by Ioffe and Oganesian [15] including only

the π0 and η0 mixing yielded a result of 7.93 � 0.12 eV. The fact that this result

is about 2% lower than the other results due to their neglect of the η � η1 mixing

effect. The first three theoretical results are plotted in Fig. 1.5, and the average

of these results is plotted against the experimental results in Fig. 1.6. Compared

to the experimental results, these theoretical results show only 1% uncertainty and

excellent agreement among themselves, which predict a 4.5% increase from the chiral

anomaly prediction. On the experimental side, although the situation was improved

after the PrimEx-I experiment, the data do not have a sufficient accuracy to confirm

or refute the increase of π0 decay width as predicted. The theoretical value of the π0

two-photon decay width is among the most precise predictions of QCD. A precision

measurement of π0 decay width is a fundamental test of low energy QCD and chiral

perturbation theory. Therefore, it is important to carry out another measurement

with a better precision.
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Figure 1.5: The theoretical predictions of π0 decay width. The lower long dashed
line is the LO chiral anomaly prediction [12]. The upper solid line is the average of
the higher order (NLO and NNLO) Chiral perturbation theory predictions [1, 2, 3],
and the dashed lines show the estimated 1% uncertainty. The three theoretical
predictions are from Goity et al [2], Ananthanarayan and Moussallam citeAnantha-
narayan:2002kj, and Kampf and Moussallam [3]. The results are 8.10 � 0.08 eV,
8.06 � 0.06 eV, and 8.09 � 0.11 eV, respectively.
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Figure 1.6: Experimental knowledge and theoretical predictions of π0 decay width.
The lower dashed line is the LO chiral anomaly prediction [12]. The upper solid line
is the average of the higher order (NLO and NNLO) Chiral perturbation theory
predictions [1, 2, 3], and the dotted lines show the estimated 1% uncertainty. The
four experiments are the 1974 Cornell Primakoff measurement [8], the 1985 CERN
direct measurement [6], the 1988 DESY e�e� experiment [9], and the PrimEx-I
experiment [4].

12



2

Previous Experiments and Results

2.1 Overview

In general, there are three types of methods to measure the π0 lifetime, the direct

method, the collider method, and the Primakoff effect. In this chapter, an overview

of each method and the associated experiments will be presented.

2.2 The Primakoff Method

The Primakoff effect refers to the photoproduction of π0 in the Coulomb field of a

nucleus as shown in Fig. 2.1(a). This idea was published by Primakoff in 1951 [16].

This effect can be seen as the inverse process of pion two-photon decay, shown in

Fig. 2.1(b). The only difference is that in the Primakoff process a real photon is

replaced by a virtual photon with non-zero mass. Since the momentum transfer

is around 100 MeV, at high energy the change to the vertex factor due to this is

negligible. Like the π0 two-photon decay process, the cross section of the Primakoff

process is directly proportional to the π0 decay width, i.e., the reciprocal of the π0
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Figure 2.1: (a) The Feynman diagram for the Primakoff effect and the π0 Ñ γγ
channel. A π0 is produced from the interaction between the real incoming photon
and the virtual photon associated with electromagnetic field of the nucleus. (b) The
π0 decays into two γs. These two processes can be seen as reverse processes.

lifetime. The Primakoff cross section dσPr
dΩ

can be written as [14]:

dσPr
dΩ

� Γγγ
8αZ2

m3
π0

β3E4

Q4
|Fe.m.pQq|

2 sin2pθπq,

where Γγγ is the π0 decay width, Z is the atomic number of the target atom, mπ0 , β,

θπ are the mass, velocity and production angle of the π0, E is the incoming photon

energy, Q is the momentum transfer to the nucleus, and Fe.m.pQq is the nuclear

electromagnetic form factor of the target nucleus.

The difficulty of the experiment arises from the need to separate the Primakoff

cross section from the nuclear photoproduction cross section. They are mixed at

forward angles and interfere with an unknown phase. However, the distinct features

14



Figure 2.2: A schematic figure for the π0 photonproduction on a carbon targets
with elastic cut. The incoherent process is suppressed due to this cut. The Primakoff
cross section peaked at about 0.1�, while the nuclear coherent process grows slowly
at forward angles. The interference between these two processes can also be seen.

of the Primakoff cross section make the separation possible. First, the Primakoff

cross section is sharply peaked at a small angle θπ0 � m2
π0{2E2

π0 . At 5 GeV this

angle is about 0.1�. The Primakoff peak then drops fast to zero. To the contrary,

the nuclear coherent photoproduction cross section increases slowly from θ � 0�. A

schematic drawing of these two cross sections are shown in Fig. 2.2. Second, the

Primakoff cross section is proportional to Z2 and E4, so a relatively high Z nuclei

target and high beam energy can help with the separation.

The Primakoff effect is a very common method that was used in the past by a

number of experiments to measure the π0 lifetime. The very first two measurements

with reasonable precision were performed by a DESY collaboration in 1965 [17] and
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1969 [14]. The first attempt was at incident photon energies of 0.95 GeV and 1

GeV, and it measured a value of 9.02 � 0.95 eV. The second attempt measured a

width of 11.7 � 1.2 eV at incident photon energy of 2.0 GeV. In the same year,

another experiment at Tomsk [18] used a 1.1 GeV photon beam and measured a

value of 7.32 � 0.5 eV. In 1974, using much higher incident photon energies of 4.4

GeV and 6.6 GeV, Browman et al from Cornell University measured the decay width

of 8.02 � 0.42 eV [8].

It is worth noting that all the above mentioned experiments used conventional

lead glass calorimeters and untagged bremsstrahlung photon beams. The precision of

their results were limited by the detector resolution and beam energy resolution. The

PrimEx-I experiment carried out in Jefferson Lab Hall B in 2004 took advantage of a

high resolution electromagnetic calorimeter (HYCAL) and the Hall B photon tagging

facility and achieved the best precision up-to-date. The obtained result is 7.82 �

0.14 � 0.17 eV [4] with only 2.8% uncertainty. In order to reduce the uncertainty to

less than 2%, the PrimEx-II experiment was performed in 2010. The improvement of

PrimEx-II over PrimEx-I will be discussed in chapter 3. The results from the Cornell

experiment and PrimEx-I are selected in the current PDG value [7]. More details

regarding the Primakoff method and the PrimEx experiments will be discussed in

the following chapters.

2.3 Direct Method

Direct method obtains the π0 decay width by measuring the mean decay length.

Since π0 has an extremely short lifetime (τ � 10�16 s), one must take advantage of

the relativistic time dilation to get the π0 to live long enough in the lab frame. A

good understanding of the π0 spectrum is also required in order to obtain the lifetime

with good precision. The first experiment of this kind was carried out at CERN PS

in 1963 [19]. The precision was 17%. An improved version was performed at CERN
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SPS in 1985 [6] at a higher energy. In this experiment, a 450 GeV proton beam was

used to create the π0s on a target consisting of two 70 µm thick tungsten foils in

parallel. The experimental set up is shown schematically in Fig. 2.3. The π0s are

produced in the first foil, and the second foil converts photons from π0 decay into

electron positron pairs. At small distance, a fraction of the π0s decay beyond the

second foil, while at a large distance, all π0s decay before reaching the second foil.

The rate of positrons depends on the separations between the two foils. The exper-

iment measured positrons at 150 GeV, which set a threshold for the π0 energy. By

measuring the positron rate with different foil separations from 5 µm to 250 µm, the

group was able to extract the mean decay length λ. The decay width obtained from

this experiment was 7.34 � 0.18 � 0.14 eV. This was the most precise measurement

of the π0 decay width before PrimEx-I. The main contribution to the systematic

uncertainty came from the determination of the π0 momentum distribution, which

was taken as the average of π� and π� momentum distributions. The pion energy

spectra from the experiment is shown in Fig. 2.4. The π0 energy spectra was calcu-

lated based on the π� and π� spectra. The result from this measurement is included

in the current PDG average [7].

2.4 Collider Measurement

A collider measurement of the π0 lifetime is also included in the current PDG av-

erage. It was performed by a group from DESY [9] using the Crystal Ball detector

in the DORIS II storage ring. The Crystal Ball detector was made of a large array

of NaI(TI) crystals covering 93% of the solid angle [20]. The π0s were created via

electron positron collisions (e�e� Ñ e�e�γ�γ� Ñ e�e�π0) and the energy and an-

gle of the decay photons were detected. Invariant mass cuts were used to separate

π0s from η and η1. Similar to the Primakoff effect, where π0s were created via γγ�

scattering, the cross-section of this process is also proportional to the two-photon de-
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Figure 2.3: Schematic arrangement for the experiment to measure the π0 lifetime
directly at CERN SPS in 1985 [6]. The π0s were created by a 450 GeV proton beam
incident on the first foil of two parallel tungsten foils. The second foil converted the
decay γs into e�e� pairs. The π0 decay rate changes in the same way as the rate of
e� when varying the distance between the two foils. The π0 mean decay length can
be deduced and therefore the lifetime given the kinematic energy.

cay width of π0. The backgrounds were studied by separate measurements and also

suppressed by limiting the total transverse momenta of the produced mesons. The

collider experiment uses the primary beam, and unlike other types of measurement,

it only involves electromagnetic process so the backgrounds are relatively clean. The

main contribution to the systematic error comes from luminosity normalization, cos-

mic ray, detector efficiencies and residual gas in the beam pipe. The Crystal Ball

collaboration reported a result of 7.7 � 0.5 � 0.5 eV, which is consistent with the

prediction of axial anomaly [20].
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Figure 2.4: Spectra of pions produced at 0� by 450 GeV/c incident protons at
CERN SPS [6]. The solid curves are the spectra used in the analysis. The solid
circles are measured points. (a) π� production spectrum; (b) π� spectrum. (c)π0

spectrum calculated as the average from π� and π� spectra. (d) π0 spectrum that
produces 150 GeV positrons. The dot-dash curve and the dash curve are variations
of π� spectrum used to estimate the systematic error.
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3

The PrimEx Experiment

3.1 Overview

Both PrimEx-I and PrimEx-II experiments were conducted at the Thomas Jefferson

National Accelerator Facility (Jefferson Lab) in experimental Hall B. The PrimEx-

I experiment was carried out in 2004 and its result was published 2011 [4]. The

PrimEx-I experiment achieved a total uncertainty of 2.8% and was the most precise

measurement of π0 decay width. In order to reach the ultimate goal of less than 2%,

an improved version of the PrimEx-I, the PrimEx-II experiment was performed in

2010. In this chapter, the setup of PrimEx-II experiment and its improvement from

PrimEx-I will be discussed in this chapter.

3.2 Thomas Jefferson National Accelerator Facility

Thomas Jefferson National Accelerator Facility is a U.S. Department of Energy na-

tional facility located in Newport News, Virginia. In its 6 GeV era, it consisted of

a state of the art continuous wave electron beam accelerator facility (CEBAF), and

three experimental halls (A,B, and C). The electron accelerator has one polarized
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Figure 3.1: A schematic plot for the layout of the CEBAF and the experimental
halls for the Thomas Jefferson National Accelerator Facility [21]. Both PrimEx-I
and PrimEx-II experiments were performed in Hall B.

source, two super-conducting linear accelerator (linac), and two re-circulation arcs.

Currently, JLab has just completed the 12 GeV upgrade. A new hall (Hall D), 10

cryomodules (5 for each linac), and two magnetic arcs have been added, as shown in

Fig. 3.1.

3.3 Experimental Setup

The primary experimental equipment of PrimEx includes the Hall B photon tagger

for the tagged photon beam, 10% radiation length solid targets (silicon and 12C for

PrimEx-II, 12C and 208Pb for PrimEx-I), a pair spectrometer located downstream

of the target, a high resolution hybrid calorimeter (HYCAL), and a plastic scintil-
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Figure 3.2: A schematic drawing for the experimental setup. The Hall B photon
tagger, experimental targets, pair spectrometer, HYCAL and charged particle veto
are shown. Also can be seen are the radiator, the superharp, the dipole magnet and
the helium bag. The vacuum box, beam profile monitors (BPM) and photon beam
position monitor are not shown.

lator charged particle veto in front of HYCAL. The experimental setup is shown

schematically in Fig. 3.2.

The photon beam is created by placing a thin gold radiator (1 � 10�4 radiation

length) in the electron beam line, causing electrons to bremsstrahlung. The beam

photon energy and timing are recorded by the photon tagger. These tagged photons

produce the π0s inside the target, and π0s decay into two photons. The beam-line

section upstream of the pair spectrometer is in the vacuum chamber. The decayed
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photons first travel through the vacuum chamber, then inside the helium bag and

eventually incident onto the HYCAL, where their energy and timing are recorded.

The charged particles are deflected by a dipole magnet downstream of the target.

Any residual charged particles will be excluded by the veto detector in the data

analysis stage. The kinematic and timing information of the beam photon and decay

photon is used for π0 reconstruction. The pair spectrometer is used to monitor the

beam stability and calculate the relative beam flux tagging ratio by recording the

intensity of pair production inside the target. The details of the major equipments

will be discussed in the next few sections. A total absorption counter behind the

HYCAL is used to measure the absolute flux tagging ratio in multiple intervals of

the experiment.

Two beam position monitors (BPM’s) for the electron beam are placed along the

accelerator and Hall B enclosure, providing the electron beam position and profile

information up to the radiator in tagger. There are also superharp scans (SHS’s)

located between the tagger and the target to monitor the electron and photon beam

position and profile near the target. The photon beam position monitor (pbp) is

placed behind the HYCAL in the beam path. Together these monitors offer a com-

plete understanding of and help to correct any systematic shifts in the photon beam

position and profile.

3.4 Hall B Photon Tagger

Before the 12 GeV upgrade, the Thomas Jefferson National Accelerator Facility

can deliver an electron beam up to 6.1 GeV. The Hall B tagging system provides

tagged photons in multi GeV energy range (20% to 95% of E0) with high energy

resolutions (�0.1% Eγ). The PrimEx experiments only used the higher end of the

energy spectrum since the Primakoff cross section is proportional to E4
γ. The energy

range for PrimEx-I was 4.89 GeV to 5.50 GeV, and the energy range for PrimEx-
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Figure 3.3: Overall geometry of the Hall B photon tagger. The tagger consists of
a dipole magnet with a hodoscope containing two planar arrays of partially overlap-
ping plastic scintillators in the focal plane. 384 E-counters and 61 T-counters are
installed in the tagger. The tagger is able to provide a tagged photon beam with
� 0.1%Egamma energy resolution and less than 300 ps timing resolution. [22]

II was 4.20 GeV to 5.3 GeV. The energy range was increased in the PrimEx-II to

improve the total event statistics. The tagged photon beam provided by the Hall B

photon tagger is the major advantage of the PrimEx experiments over the previous

Primakoff type of measurements.

The electron beam with incident energy E0 is “decelerated” by a thin high Z

radiator and produces an energetic bremsstrahlung photon in front of the tagger.

The post bremsstrahlung electron with energy Ee is bent subsequently by the tagger

magnet. Most beam electrons do not interact with the radiator and are directed

into the beam dump by the magnetic field. Those electrons that interacted with the

radiator are bent to the E-counter and T-counter planes to determine the energy and

timing information.

The geometry of the system is shown in Fig. 3.3. The tagger consists of a dipole
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magnet with a hodoscope containing two planar arrays of plastic scintillators in the

focal plane. The E-counters are scintillators in the first layer. In order to achieve high

energy resolution, there are 384 of them, narrow in width, and each counter optically

overlaps with its adjacent counters by 1/3 of its width to create 767 separate photon

energy bins. A single energy bin represents approximately an energy interval of 0.3%

of the beam energy. The second layer consists of 61 “T Counters”, lying 20 cm

behind the E-counter plane. These are wider and thicker scintillators designed to

output pulse shapes which provides precise timing information. The widths of the T-

counter are varied to compensate the 1/Eγ trend of the bremsstrahlung cross section

so that the rates are roughly constant across all the counters. Each counter has a

few mm overlap with its neighbors to make sure that no electrons escape through

the gaps undetected, forming 121 channels. The designed timing resolution is 300

ps, and the best resolution achieved by the T-counter plane is 110 ps. More details

can be found in [22]. The PrimEx-II used 18 T-counters and 180 E-channels in total,

covering the higher end of the tagged photon beam spectrum.

3.5 Targets Thickness Measurement

PrimEx-I used a carbon and a lead target, both with thicknesses corresponding to

� 5% radiation length. The targets in PrimEx-II are silicon and carbon, and their

thicknesses equal to � 10% and � 8% radiation length respectively. The silicon is

a more balanced target than the carbon and the lead targets used in PrimEx-I. The

Primakoff peak from the silicon target is more pronounced than the carbon target

due to the higher atomic number, while not too high so that the cross section for the

coherent process is not suppressed, as in the case of the lead target. This helps in

the extraction of the Primakoff cross section. The statistics of the PrimEx-II is also

increased by the use of the thicker targets.

The silicon target is made of 10 semiconductor wafers stacked together. Fig. 3.4
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Figure 3.4: Polished surface of a Silicon wafer used in the PRIMEX II experiment.

shows one silicon wafer. The silicon target has the natural isotopic abundance

(92.23% 28Si, 4.67% 29Si, 3.1% 30Si). The diameter of the wafer is 1 2, and the

thickness is 1 mm. These wafers are doped with phosphorus. However, the number

density of the phosphorus is about 9 orders of magnitude smaller compared with

silicon.

The carbon target is made of two blocks as shown in Fig. 3.5. Block #1 is

“normal” graphite, and the block #2 used the highly ordered pyrolytic graphite

(HOPG). The HOPG has low porosity compared with the “normal” graphite.

In the PrimEx experiments the π0 decay width is proportional to the Primakoff

differential cross section. Therefore it is important to achieve high accuracy in the

target measurement. The fractional uncertainty for the silicon target measurement

is 0.35%. The fractional uncertainty for the carbon target measurement is 0.02%.

The measurement of the silicon and the carbon targets can be found in [23] and [24].

We list the result of the measurement in table 3.1.
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Figure 3.5: A schematic figure showing the PrimEx-II carbon target, which consists
of two blocks of carbon graphite produced by different methods, taped together using
Mylar tape.

Table 3.1: Target properties of PRIMEX-II

Target
Density ρ � ∆ρ
(g/cm3)

Thickness t�∆t
(cm)

Nt � ρt
M

� NA

p10�3{mbarnq
∆Nt
Nt
, p%q

Silicon 2.316� 0.008 1.0015� 0.0003 0.04973456 0.35
12C ρt � 3.5304 � 0.007pg{cm2q 0.17700914 0.02

3.6 The Total Absorption Counter and Absolute Photon Flux Tag-
ging Ratio

The tagged photon flux at the target is an important factor in determining the cross

section of the π0 photoproduction. A naive assumption, that the number of the

tagged photons flux on the target is equal to the nubmer of hits on the tagging coun-

ters is not correct, and a few effects contribute to this. First, a bremsstrahlung

photon can be produced and absorbed before reaching the target, but the post
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bremsstrahlung electron is detected. Second, the Møller scattering in the radiator or

the tagger produces an electron on the tagging counters without an accompanying

photon. Third, extra hits can be registered in the tagging counters due to room

background.

In order to solve this, a total absorption counter (TAC) is designed to measure the

absolute tagging ratio, which represents the above mentioned effects. The absolute

tagging ratio is defined as

Ri
absolute �

N tagged
γ,i pcalibrationq

N i
epcalibrationq

, (3.1)

for a given T or E channel i, where N i
e is the number of detected electrons from

that channel. The absolute tagging ratio is always smaller than one, due to the

effects described above. The photon flux can be obtained by counting the detected

bremsstrahlung electrons in the E or T channel:

N tagged
γ,i pproductionq � N i

epproductionq �Ri
absolute. (3.2)

The total absorption counter is made by lead glass (20�20�40cm3). One 5 inch

diameter Hamamatsu Photo Multiplier Tube (PMT) is attached to it. Because lead

glass is suscectible to radiation damage, the TAC can only work under low beam

currents. For PrimEx-II the beam current was lowered to 50�70pA in the TAC run,

while in the π0production run the beam current was from 85 nA to 100 nA. And in

the TAC run the target was removed so the beam photon can directly travel to the

TAC. The tagger and TAC events rates were low under low beam currents, and under

this condition the TAC efficiency is considered to be 100%. During the PrimEx-II

experiment about 20 dedicated TAC runs were performed periodically to determine

the absolute tagging ratio. Each run has from 1 to 10 million events statistics, some

of them have targets in to measure the total absorption of the target. During the
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experiment the TAC was damaged at one time and replaced. Below is a table 3.2

including the absolute tagging ratio for a few T-counters [25].

The absolute tagging ratio was proved to be insensitive to the beam intensity

during PrimEx-I. The absolute tagging ratio was measured at different beam currents

between 40 to 120 pA and no systematical beam current dependence was found as

shown in Fig. 3.6 [26].

3.7 The Pair Spectrometer and the Relative Flux Tagging Ratio

Because the TAC can only work under low beam currents, the pair spectrometer

was used instead to monitor the photon flux stability in the production runs with

high beam currents. The PrimEx target works as a e�e� source for this purpose.

The dipole magnet was turned on during the production runs, sweeping the e�s and

e�s into the pair spectrometer. The pair spectrometer consists of two symmetrical

arms, and each arm has two rows of scintillators. There are 8 scintillators in each

row, with the ones in the front thinner than the ones in the back to minimize the

change in the e� or e� trajectories. The widths of the scintillators are designed

in such a way that one front scintillator matches with three back scintillators. A

pair spectrometer event is defined by matching the e� and e� trajectories. In the

analysis, each valid event requires a 4 fold timing coincidence from the left front, left

back, right front and right back scintillators. This arrangement greatly reduces the

accidental counts. The ratio between the number of e�e� pairs and the number of

tagger photons is called relative photon tagging ratio, whose stability represents the

photon flux stability.

However, in PrimEx-II many of the scintillators didn’t work properly and were

excluded from the data analysis. The resulted relative flux tagging ratio is not

reliable. Instead, the number of elastic π0s is used to monitor the flux stability. This

analysis will be discuss in the next chapter.
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Table 3.2: List of analyzed TAC runs and their parameters [25]
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Figure 3.6: Top: absolute tagging ratio measured with different beam currents
plotted as a function of the T-counter number. Bottom: The percent deviations for
the absolute tagging ratio measured at different beam currents.
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3.8 Charged Particle Veto Counters

The charged particle veto counters are used to filter any charged particles that may

hit on HYCAL in the offline data analysis. A single veto counter is 10�0.5�120cm3

and is made of organically doped scintillating plastic. Two Photonis XP2262/B PMT

are attached to both ends. In PrimEx-I, 12 veto counters were placed side by side

vertically as shown in Fig. 3.7. To enhance light collection, each counter is wrapped

by a 100 µm B1059B uncoated TYVEK and two layers of black Tedlar to achieve

optical isolation. Due to the higher rate in PrimEx-II, additional 10 veto counters

were added horizontal to form another veto plane. The 5 mm thickness of the veto

counters is about 1.2% radiation length. The veto counter is made thin to minimize

photon conversion. In PrimEx-II, the photon conversion is about 2%.

3.9 PrimEx Hybrid Calorimeter (HYCAL) and “Snake Scan” Cali-
bration Runs

In PrimEx experiment, the π0s are identified via the detection of their two decay

photons in the calorimeter, and the π0 production angle and invariant mass are

strongly dependent on an accurate determination of the positions and energies of

the two decay gammas. To achieve a high precision measurement of the energy

and direction of the π0, the PrimEx collaboration developed a hybrid calorimeter

(HYCAL).

The HYCAL consists of 1152 lead tungstate (PbWO4) scintillation crystals and

576 lead glass (PbO) Cherenkov counters, all coupled with photomultiplier tubes

(PMT). A map of HYCAL with the corresponding number id of each crystal is

shown in Fig. 3.8. And Fig. 3.9 shows the HYCAL detector when it was installed

in the test lab. The 1152 PbWO4 detectors are arraged in a 34 � 34 matrix in the

center, and the lead glass crystals are divided into four 24�4 groups, placed around
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Figure 3.7: Twelve veto counters placed vertically side by side to form the veto
plane. Two Photonis XP2262/B PMT are attached to the both ends of every counter.
The hole in the center is for the photon beam to pass through.

the PbWO4. The center of the HYCAL is a 4cm � 4cm hole (4 modules) to allow

the photon beam to pass through. The whole HYCAL is about 120cm � 120cm, and

the PbWO4 covers about 70cm � 70cm center area.

The PbWO4 is a very dense crystal(ρ = 8.28 g/cm3), and has a very small radi-

ation length (χ0 = 0.89 cm), and a small Moliére radius (RM = 2.0 cm). It also has

the quality of fast scintillation. The lead glass is cheap and easy to handle and is a

widely used Cherenkov calorimeter for decades in high energy physics. It is less dense

(3.85 g/cm3) and has a larger radiation length (χ0 = 2.7 cm). The PbWO4 crystal

has much better energy resolution than the lead glass due to its higher light yield,

since in Cherenkov calorimeter only shower tracks with v ¡ c{n produce a detectable
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Figure 3.8: Virtual map of HYCAL with corresponding number of each crystal.

signal. Another drawback of the lead glass is the poor radiation resistance. The use

of the PbWO4 modules greatly improves the energy and coordinate resolution of the

HYCAL. The PbWO4 and lead glass crystal modules are shown in Fig. 3.10. The

dimension of PbWO4 crystal module is 2.05cm � 2.05cm � 18cm (20χ0), and each

lead glass module is 3.8cm � 3.8cm � 45cm (12χ0). Both crystal modules are made

in such a size that the energy of one decay photon is mostly deposited into a single

module. The PbWO4 crystal module is wrapped in 100 µm TYVEK foil for individ-

ual optical isolation. The Hamamatsu R4125A PMT is used in the PbWO4 crystal

module. It is connected mechanically to the crystal by a small brass faceplate and
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Figure 3.9: A photo of the HYCAL installed in the test lab. The PbWO4 crystal
assembly can be seen placed further downstream (10 cm) with regard to the lead
glass crystals to optimize energy sharing and minimize leakage.

thin brass strips along the edge of the crystal with optical grease. The final assem-

bled PbWO4 crystal module is shown in Fig. 3.11. The lead glass crystal is wrapped

in a 24µm aluminized Mylar foil and each module is connected to the Russian made

FEU-84-3 PMT in a similar fashion like the PbWO4.

The light yield of PbWO4 crystal is inversely dependent on the temperature

(� -2%/C� at room temperature). The crystal assembly is thermally isolated by

water cooled copper plates on all four sides. The temperature was monitored by

six temperature sensors during the beam test. The HYCAL crystal modules are

maintained at a constant temperature of �5� as shown in Fig. 3.12.

Before and after the π0 production run, the HYCAL energy calibration was per-

formed by the so called “snake scans”. The HYCAL was placed on the HYCAL
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Figure 3.10: A photo of the lead glass crystal and PbWO4 crystal used in the
PrimEx experiment. The lead glass crystal module is 4cm � 4cm � 40cm, and the
PbWO4 is 2cm � 2cm � 15cm.

Figure 3.11: A PbWO4 crystal module sample. The PbWO4 crystal module is
wrapped in 100 µm TYVEK foil for individual optical isolation. The Hamamatsu
R4125A PMT is used in the PbWO4 crystal module. It is connected mechanically
to the crystal by a small brass faceplate and thin brass strips along the edge of the
crystal with optical grease.
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Figure 3.12: The temperature stability of the PbWO4 during a 12 hour period. [27]

Transporter as shown in Fig. 3.13. Powered by a 2-D step motor, the HYCAL was

moved at a constant speed (� 2 mm/s) with a low intensity (� 100 pA) photon beam

hitting on the surface. The “snake scan” starts at the center of one module, and the

HYCAL was moved horizontally through the photon beam by the transporter until

the end of the row. The HYCAL would then be moved vertically to allow the next

row to be scanned as shown in Fig. 3.14. The PbWO4 modules and the glass mod-

ules were scanned separately, and there were dedicated scans over the transitional

region. During this process the HYCAL PMT high voltages were adjusted so the

output signals from the PMTs were roughly equal for the same beam energy. Later

during the data analysis, the snake scan data were used to tune the HYCAL gain

factor to get the correct energy. Another method to calibrate the gain factor takes

advantage of the knowledge of the π0 mass. The HYCAL energy calibration process
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Figure 3.13: The HYCAL and its chassis sitting on the HYCAL Transporter.

will be further discussed in the next chapter. Finally, the HYCAL energy resolution

is measured in the snake run to be less than 2% for the PrimEx energy range as

shown in Fig. 3.15.

3.10 Beam Position Monitors, Superharp Scans and The Photon Beam
Monitor

Two beam position monitors (BPM’s) are placed along the accelerator and the Hall

B enclosure. They are used to monitor the electron beam position beam entering

the Hall B tagger.

The superharp scan is located in front of the Primakoff target to provide the

photon beam position and profile at the target. It consists of a fork with three

tungsten wires controlled by a stepper motor. The fork and the tungsten wires are

placed in such a way that when moving the three wires across the beam, the beam

profile along the horizontal and vertical directions can be depicted by measuring the

e�e� pair production down stream in the pair spectrometer. A typical photon beam
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Figure 3.14: The calibration snake scan scheme.

Figure 3.15: The HYCAL energy resolution obtained for the PbWO4 crystal mod-
ule #300 during the “snake scan”.
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Figure 3.16: A typical photon beam profile from the superharp scan.

profile obtained by the superharp scan is shown in Fig. 3.16.

Electron beam scans are also done via a device similar to the superharp, but with

thinner wires. A typical electron beam profile obtained by the harp scan is shown in

Fig. 3.17.

The photon beam position monitor is located behind the HYCAL in the beam

path. The photon beam position monitor consists of two nearly identical planes of

scintillating plastic fibers, with 61 fibers in one plane along the X direction, and 62

fibers in the other plane along the Y direction. All the fibers are clad in a light

reflection sheath. A photo of one of the two detector planes is shown in Fig. 3.18.

During the PrimEx-II experiment the pair spectrometer results were not reliable.

Fortunately, the BPM’s and the photon beam position monitor worked properly. The

signals of both detectors were collected via the EPICS (Experimental Physics and

Industrial Control System) interface during active beam condition at 30 s intervals.

Coupled together, the BPM’s and the photon beam position monitor provided real

time beam position and profile information, defining the beam path from the tagger
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Figure 3.17: A typical electron beam profile from the superharp scan.

Figure 3.18: One plane of the photon position beam monitor. In the photo the
electronics (left), light guides (center) and fibers (right) are shown.
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Figure 3.19: Beam current (top), X (middle) and Y(bottom) positions in BPM
versus event number.

to the HYCAL. These beam parameters are later stored in a data base and used for

beam flux analysis and to exclude problematic events . Fig. 3.19 shows the beam

current, x position, y position in nA and mm at one time of the experiment. Fig. 3.20

and Fig. 3.21 show the photon beam x and y positions from the photon beam position

monitor during the silicon run. From Fig. 3.21 one can see the photon beam position

changed abruptly at one point during the silicon run. This is confirmed in the single

arm compton study and will be discussed in the next chapter. For more details

regarding the BPM’s and photon beam monitor data, please refer to [28].

3.11 A summary of PrimEx-II Improvement

In order to achieve better precision than PrimEx-I, a few changes and improvements

were implemented by the PrimEx-II collaboration. First and foremost is the design

change that increased the event statistics. As was discussed in section 3.5, PrimEx-
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Figure 3.20: Photon beam X position from photon beam position monitor down-
stream HYCAL.

II used a silicon target with a 10% radiation length and a carbon target with a 8%

radiation length, while in PrimEx-I both the carbon and lead targets were 5%. The

photon beam energy interval was also increased by 1.5 times. In order to adapt to

the higher rates, the capability of the DAQ system was improved from 2 kHz to 5

kHz. As a result, the number of the elastic π0 events from the PrimEx-II main target

silicon is two times as many as that from the PrimEx-I main target carbon, while the

carbon runs have the same number of events. The statistic error is roughly reduced

by 1.5 times. Second, in order to reduce the systematic error, more empty runs were

taken to help remove the background. The PID system was also improved by adding
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Figure 3.21: Photon beam Y position from photon beam position monitor down-
stream HYCAL.

the horizontal veto counters. Also the beam line was upgraded with stronger magnets

so that the beam halo interaction with the beam pipe was further suppressed. Due

to these changes, the PrimEx-II was able to achieve a precision of less than 2%. The

data analysis and the results will be discussed in chapter 4 and chapter 5.
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4

Data Analysis

4.1 Overview

As discussed before, in order to measure the π0 decay width, the Primakoff type of

experiment basically measures the cross section of the coherent π0 photoproduction

on a solid target. The experimental cross section for π0 photoproduction is given by

the following expression:

dσ

dθ
�

dY tagged
π0

N tagged
γ � εpθ, Eq � t � dθ

, (4.1)

where dθ is the differential π0 production angle, dY tagged
π0 is the yield of the tagged π0

within dθ, t is the target thickness, εpθ, Eq is a factor accouting for the geometrical

acceptance and energy dependent detection efficiency, and N tagged
γ is the number of

tagged photon flux. Because the π0 photoproduction is azimuthally symmetrical, the

denominator in the differential cross section is the polar angle θ instead of a solid

angle element dΩ. The energy dependence is integrated over due to the limited event

statistics. The calculation of the above mentioned variables will be discussed in the

following sections.
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Two quantities will be frequently used in this chapter. The first one is the two

photon invariant mass mγγ, which equals the π0 mass. This quantity can be calcu-

lated from the momenta of the two decay photons, ~p1 and ~p2. The energy of a photon

equals the magnitude of its momentum since photons are massless. As introduced

in section 3.9, the energies and positions of the decay photons can be measured by

the HYCAL. The mγγ can be written in the expression of energies and HYCAL

coordinates:

mγγ �
b
pE1 � E2q2 � p~p2

1 � ~p2
2q

�
a

2E1E2 � 2~p1 � ~p2

�

d
2E1E2p1 �

x1x2

r1r2

�
y1y2

r1r2

�
z2

r1r2

q,

(4.2)

where E1 and E2 are the measured energies, and x1, x2, y1, y2 are the HYCAL

coordinates for the two decay photons. The variable z is the distance between the

center of the HYCAL and the target. It is given by the survey. Variables r1 and

r2 are the distance between the target and the HYCAL clusters, and they can be

expressed as:

ri �
b
x2
i � y2

i � z2. (4.3)

The second quantity is the elasticity of the two decay photons. The total energy of

the two decay photons are the same as the π0. Since we are only interested in the

coherent π0 photoproduction process, the total energy of the π0 can be considered

to be the same as the energy of the incoming photon within the detector resolution

(the recoil energy of the nucleus is about 100 MeV). As a result, the ratio of the total

energy of the decay photon and the energy of the incoming photon is about 1. This

ratio can be used to exclude accidental events. In the analysis it is defined as:

elasticity �
E1 � E2

Eγ
. (4.4)
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4.2 Data Source and Run Numbers Used

All the run information of PrimEx-II can be found in the PrimEx log book [29].

For each run, the start and end time, the beam current, trigger rate, DAQ rate,

converter status, radiator and target type, TAC detector status, and the data quality

were recorded. The PrimEx-II run numbers are from 64281 through 65127. They

are the first “snake scan”, from run 64281 to run 64424, the silicon production run

from run 64716 to 64988, the carbon production run from 65006 to 65112, and the

second “snake run” from run 65116 to run 65127. There were also periodic TAC

runs to measure the “absolute tagging ratio” throughout the whole experiment, 14

empty target runs after the silicon production runs and 16 empty target runs after the

carbon production runs for background subtraction, and periodic Compton scattering

runs with the dipole magnet turned off to measure the Compton production for both

silicon and carbon target. Since the Compton scattering is a well understood process,

it is used to verify the value of the systematic uncertainties of the experiment. There

were 9 silicon runs that were removed due to unfavorable beam conditions. The

run numbers are 64802, 64803, 64804, 64808, 64809, 64839, 64841, 64850 and 64852.

These run numbers are confirmed by the analysis of single arm Compton scattering

events and the beam position. The details will be discussed later in this chapter. In

this analysis, 141 production runs with silicon taget and 40 runs with carbon target

were used.

4.2.1 Event Preselection: Skim Files

Before the data analysis, the experimental data were filtered and skim files were

produced to reduce the data size. The cuts used to produce the skim files are: 1) the

minimum of HYCAL cluster energy is 0.1 GeV; 2) the minimum 2γ invariant mass

is 85 MeV.
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4.2.2 Single Arm Compton Scattering Analysis

The Compton scattering is used to systematically check the quality and the stability

of the π0 data. However, during the π0 production the pair spectrometer magnet was

on except for a few dedicated Compton scattering runs, which were taken only for

short intervals. One method is to reconstruct the Compton scattering process using

the π0 production runs. Since the scattered electrons from the Compton scattering

are swept away by the pair spectrometer magnet, only the photons are used in the

analysis, therefore this analysis is called single arm Compton scattering analysis.

The HYCAL detector provides the energy E 1
γ and the x, y HYCAL plane coordi-

nates of the scattered photon hits. The incoming photon energy Eγ is given by the

tagger. These three kinematic variables satisfy the following equation:

Eγ � E 1
γ

me

me � E 1
γp1 � cospθqq

, (4.5)

where me is the electron mass, and θ is the polar angle, which can be obtained by:

θ � arctanp

a
x2 � y2

z
q, (4.6)

where z is the distance from the target to the HYCAL PbWO4 surface, which is 702

cm for silicon and 701.2 cm for carbon. In this analysis only photons on the crystal

modules are used.

Because at least two HYCAL clusters are required per event in the skim file, the

raw data files are needed for the single arm Compton analysis. In order to recon-

struct a single arm Compton event, one tagged photon and one HYCAL cluster are

required. Therefore a single arm Compton scattering event is selected by requiring

the coincidence between the HYCAL trigger and the MOR trigger. The MOR trigger

is the master OR of all tagger T-counter signals. The HYCAL is triggered whenever

the total energy deposition in HYCAL exceeds 2.5 GeV. A coincidence timing win-
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dow of [-5, 4] ns is applied to the time difference between the HYCAL trigger and

the MOR trigger so that accidental events are excluded. This timing cut is the so

called Tdiff cut, which is also used in the π0 event selection. There is also a cut of

3.0 GeV on the scattered photon energy.

After all these selection procedures, there can still be multiple tagged photons

and HYCAL clusters left in a single event. In this case all the tagged photon and

HYCAL cluster pairs are taken into account in the analysis. For each pair, the

incoming photon energy Eγ,rec can be reconstructed from the energy and polar angle

of the scattered photon following equation 4.5. The difference ∆E � Eγ �Eγ,rec will

have a peak around zero as shown in Fig. 4.1. In order to measure the number of

the Compton events, a fit is applied to the distribution of ∆E. The fitting function

used in the analysis is a double gaussian function plus a third order polynomial. The

number of the Compton events is estimated by calculating the area under the fitted

double guassian peak. The number of single arm Compton events is then scaled by

the relative flux for each run (the flux in the first run is set to be one). Athough

unsophisticated, this estimation successfully pointed out the instable runs. Fig. 4.2

shows the scaled single arm Compton scattering events yield for the silicon target

runs. There are two sets of energy cuts used. The blue points show the study with

energy cut Ecluster ¡ 3.0GeV , and the red points show the study with a tighter

energy cut 3.0 GeV   Ecluster   4.0 GeV . Both studies show relative flat regions

except for the runs in the middle from 64830 to 64852. These runs are cut off from

the π0 analysis for the silicon target.

This finding is supported by the recorded beam position from the photon beam

position monitor as shown in Fig. 3.21 [28]. As we can see, the beam position stayed

stable for most of the time except for the same problematic run period, where the

position changed rapidly in the y direction.
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Figure 4.1: The difference between tagger photon energy Eγ and the reconstructed
incoming photon energy Eγ,rec from single arm Compton scattering in two production
runs 64716 and 64919. The peak is about zero. A fit is applied to the distribution
using a double gaussian function and a third order polynomial. The solid blue curve
is the double gaussian function, and the dotted blue curve shows the major gaussian
shape. The green curve shows the background fitting. The solid black curve is the
total fitting. The double gaussian function is set up in such a way that the first
fitting parameter is the integration of the number of events under the peak. From
these two figures we can read that for run 64716 there are 52930 events, and for run
64919 there are 53120 events.

4.3 Detector Software Calibration and Alignment

4.3.1 Tagger TDC Alignment

The design of the Hall B photon tagger was introduced in section 3.4. In this section

the tagger TDC alignment process will be discussed.

The tagger has 61 T-counters and 384 E-counters. Each T-counter is a 2 cm thick

plastic scintillator read out with two PMT’s connected to both sides. Geometrically

there are a few milimeters overlap between adjacent T-Counters to ensure there are

no gaps. Each T-Counter is further separated into three T-Channels, the left channel,

the center channel and the right channel, utilizing the coincidence between overlap-

ping counters. This makes in total 121 T-Channels. The PrimEx-II experiment only

used the first 20 T-counters and the first 103 E-Counters. However, the T-counter

19 and 20 were dead during the experiment so only the first 18 T-counters were used
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Figure 4.2: The number of the single arm Compton scattering events scaled by
the relative flux for each run (the flux in the first run is set to be one) as a function
of run number for silicon target. There are two sets of energy cuts used. The blue
points show the study with energy cut Ecluster ¡ 3.0GeV , and the red points show
the study with a tighter energy cut 3.0GeV   Ecluster   4GeV . Both studies show
relative flat regions except for the runs in the middle.

in the analysis.

The offset for the tagger TDC needs to be calibrated so that adjacent T-channels

can provide consistent timing when a single photon passes through them. For TDC

alignment purpose the “snake scan” data is used, and only MOR triger is used to

select events. Two offsets are assigned to each T-Counter, Tleft and Tright. There are

two steps for the TDC alignment. In the first step, the time difference between the

left and right TDC’s for the same T-Counter, ∆LR, is obtained by finding its peak
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position. The relation between Tleft and Tright is determined as:

Tleft � Tright � ∆LR. (4.7)

In the second step, adjacent T-Counter timings are compared. The timing of T-

Counter i, Ti is defined as the average of its left and right TDC values. Two adjacent

T-counter i and i � 1 should always give consistent timing, i.e., Ti � Ti�1, when a

post bremsstrahlung electron passes through the overlapping area between them.

This chains the TDC offset of all T-Counters together. In the alignment process,

the T1 is set to zero, and all the following T-Counter timings are also aligned to zero

by applying the corresponding offsets. If we write the offset for the ith counter to be

∆i, then Tleft and Tright are:

Tleft � �∆i �
∆LR

2
, (4.8)

Tright � �∆i �
∆LR

2
. (4.9)

A collection of offsets are calculated similarly for all the E-counters in order to

maintain consistent timings against corresponding T-counters. Unlike T-counter, an

E-counter requires a single offset constant since it only connects to one TDC.

The alignment offsets for tagger TDC are calculated run by run through run

64704 to 65127 to ensure the timing stability through the whole experimental data

set. During this study multiple dead TDC channels were found and excluded from

the analysis. The TDC alignment offsets and status tables were added to the PrimEx

calibration database. For more details on TDC alignment, please refer to [30].

4.3.2 The HYCAL Cluster Reconstruction Algorithm

The HYCAL is the calorimeter used in the PrimEx experiments. A detailed intro-

duction of this calorimeter was presented in section 3.9. Although the majority of
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the energy of a photon is deposited inside a single HYCAL module, the surround-

ing HYCAL modules will most likely still be fired. The collection of these HYCAL

hits from a single photon is called a HYCAL cluster. The HYCAL clusters are re-

constructed using the so called island clustering algorithm. This new algorithm is

developed for PrimEx-II to accommodate the higher event rates. In PrimEx-I, the

clustering algorithm is the 5x5 algorithm, which first looks for the maximum energy

deposition cell, and then declares all 5x5 area around belonging to one cluster. The

island algorithm is more sophisticated. It first finds all the “raw” clusters as con-

nected areas, i.e., the “islands”, and then attempts to split each “raw” cluster into

multiple smaller ones based on the distribution of energy deposition. More precisely,

the algorithm finds all the local maxima and splits the deposited energy among them

using statistical techniques. One such “raw” cluster can be reconstructed up to 12

HYCAL clusters. The algorithm effectively distinguishes closely neighbored HYCAL

hits as shown in Fig. 4.3. For more details, please refer to [31].

4.3.3 HYCAL Energy Software Calibration

The decay photon energy is one of the most important factors to determine the π0

kinematics and the invariant mass. The HYCAL energy calibration will affect the

precision of the photon energy determination. The calibration is proceeded in two

steps. First, the “snake run” data were used to calculate an initial gain factor for each

HYCAL module. Two separate groups of calibration runs were carried out before

and after the experiment. Second, after the initial HYCAL gain factor is obtained,

the two γ invariant mass is used to further improve the HYCAL gain factor.

HYCAL Energy Calibration Using “Snake Run” data

As discussed in section 3.9, in the “snake run” the beam photons are directly incident

on to the HYCAL module. Because only a single HYCAL cluster is formed and
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Figure 4.3: Monte Carlo simulated HYCAL hits energy deposition applied with
the “island” algorithm. From the top left figure and clockwise: 1) A single cluster; 2)
Two clusters but can’t be separated; 3) Two clusters do not produce two maxima but
can be distinguished; 4) Two clusters produce two maxima and are both identified.

almost all the energy is deposited into its central module, i.e., the module with the

most energy deposition within a cluster, the gain factor of this module is adjusted

so that the cluster energy equals the beam energy. The gain factor is defined as:

corrsnake �
Ebeam
Ecluster

. (4.10)

Since a HYCAL cluster spreads across multiple HYCAL modules, adjusting the gain

factor of one module has the potential to affect the gain factors of the surrounding

modules. This effect makes it necessary to iterate through the same procedure mul-

tiple times until the gain factors of all the HYCAL modules stabilize. Typically, the
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gain factors converge after 4 to 5 iterations as shown in Fig. 4.4. In the analysis 10

iterations were performed on all HYCAL modules. The gain factor obtained from

the second “snake run” is shown in Fig. 4.5. These gain factors are used as the

starting points for the next calibration step.

Figure 4.4: Change of gain factor of HYCAL module Id 144 over five iterations.

Figure 4.5: Calibration constant vs. module Id for both crystal and glass for the
second snake run.
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HYCAL Energy Calibration with π0 Ñ γγ Decay

Since the two “snake runs” were performed about one month apart, it is necessary

to employ a different method to monitor the variations of the HYCAL gain factors

over time. A light monitoring system (LMS) was built for this purpose. It was

designed to shine light onto the HYCAL modules for a short time at the beginning

of each run and record their responses. Unfortunately, this system couldn’t provide

a sub-percent level accuracy. To solve this issue, a software calibration method was

carried out using the π0 production data. Basically this method adjusts the gain

factors of the HYCAL modules so that the two γ invariant mass mγγ matches the π0

mass. This calibration can be carried out run by run and will directly improve the

resolution of the mγγ.

In this calibration step, the coincidence between the MOR trigger and the HY-

CAL trigger is required to reduce the accidental background. All the events with

two or more clusters in HYCAL with energies ranging from 0.5 GeV to 8 GeV are

selected. The two γ invariant masses are calculated for all possible γγ pairs. The

calculation is based on equation 4.2. The mγγ of each pair is then “assigned” to

the central module of the cluster with greater energy. In this way an mγγ spectrum

is constructed for every HYCAL module. An example is shown in Fig. 4.6. The

invariant mass spectrum is then fitted by a function combined of a gaussian peak

and a polynomial of second order.

The correction to the gain factor is defined as the ratio between the PDG π0 mass

and the reconstructed mγγ from the fitting:

corrπ0 �
mπ0pPDGq

mπ0pfittedq

. (4.11)

Since adjusting one HYCAL module will affect all other modules, the calibration was

repeated for a few iterations. The correction factor for each module varies over time
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Figure 4.6: Example of the π0 Ñ γγ spectrum for PbWO4 module W1156 [32].

and usually converges after 3 to 4 iterations. After about ten iterations no further

improvement can be achieved. Fig. 4.7 compares a few mγγ spectra before and after

the iterative calibration procedure for different parts of HYCAL. The invariant mass

resolution is improved by a factor of 10% - 15%.

The correction factors as a function of module numbers are shown in Fig. 4.8.

Fig. 4.9 shows the distribution of the correction factors for all HYCAL modules.

4.3.4 HYCAL Coordinate Alignment

The coordinates of the decay photons can be highly accurately determined by the

HYCAL. However, all these coordinates are based on the HYCAL reference system.

The alignment between the HYCAL reference systtem and the beam position is mea-

sured by JLab survey group before the experiment. Since the PrimEx-II experiment

spanned more than one month, this stability of this alignment needs to be studied

in the analysis.

The π0 production data is used in this study. The production angle θ is projected

57



Figure 4.7: The mγγ invariant mass before and after the iterative calibration proce-
dure for different parts of the HYCAL. The top plot is for the center PbWO4 crystal
region, the bottom plot is for the lead glass region, and the middle plot is for the
PbWO4 crystal modules on the boundary. The invariant mass resolution is improved
by a factor of 10% - 15%.

to θx and θy:

θx,y � arcsinp
px,y
p
q

� arcsinp

E1x1por E1y1q
r1

� E2x2por E2y2q
r2

E2
1 � E2

2 � 2E1E2 cospθ12q
q,

(4.12)

where r1,2 �
b
x2

1,2 � y2
1,2 � z2. The projected angle θ1,2 are calculated for every
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Figure 4.8: Calibration constant vs. module number for both crystal and glass
using the π0 Ñ γγ invariant mass.

Figure 4.9: Calibration constant distribution for all modules.

event and the production runs are splitted into five run groups. Fig. 4.10 shows the

distribution of θx and θy for one run group. Both θx and θy are symmetrical around

0�. The HYCAL misalignment can be calculated from the deviates of θx,y from 0�

following:

∆x, y � ∆θx,y � Z. (4.13)

The value of the misalignment ∆x and ∆y are stored in the PrimEx-II calibration

database and used to correct the HYCAL reference system. The maximum misalign-
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ment for x coordinate is 0.12 cm, and for y coordinate is -0.028 cm.

Figure 4.10: The distribution of θx and θy for one run group. Both θx and θy are
symmetrical around 0�. The misalignment ∆x and ∆y are calculated from the peak
deviation. [33]

4.3.5 HYCAL Trigger Timing Alignment

The time difference between the signals of the MOR trigger and the HYCAL trigger,

or the so called Tdiff, is used as an important parameter in the analysis. A coinci-

dence peak is observed when the number of events is drawn as a function of Tdiff

as shown in Fig. 4.11. A cut to this value based on the resolution of the peak is

utilized to exclude the off time beam photons. In case of events with beam photon

multiplicity, the beam photon with the value of Tdiff closest to the peak position

is selected. This is called the “best Tdiff” method. For more details regarding the

beam photon multiplicity and the “best Tdiff” method, please refer to section 4.6.2.

All in all, improving the precision of the event timing, i.e., Tdiff, is critical for the

beam photon selection.

Since the Tdiff defined above is calculated without knowing any of the underlying

HYCAL module, adding information from individual HYCAL modules may improve

the precision of the Tdiff. One way to achieve this is to use the individual HYCAL

TDC. However, a lot of these TDC’s didn’t work properly during the PrimEx-II

experiment. An alternative method explores the relation between the signal speed
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and the energy deposition of a HYCAL module. As shown in Fig. 4.12, the signal

speed is faster with greater energy depositon. The MOR is a faster trigger than the

HYCAL trigger, and the HYCAL is triggered whenever the total sum of the energy

deposition exceeds 2.5 GeV, therefore the value of the Tdiff largely depends on the

speed of the HYCAL module with the largest energy deposition. In order to take

advantage of this effect, the Tdiff is “assigned” to the HYCAL module with the

greatest energy deposition in an event. As a result, now each HYCAL module has

its own Tdiff spectrum, and an alignment offset can be calculated from it.

The π0 analysis will especially benefit from this calibration since we are only

interested in the elastic π0 and the decay photons from elastic π0s tend to have larger

energy. In the π0 reconstruction, the value of Tdiff for a π0 candidate is corrected by

adding the HYCAL alignment offset of the central module from the HYCAL cluster

with higher energy. Fig. 4.13 shows the comparison of the distributions of Tdiff

calculated with and without the HYCAL timing alignment for elastic π0s during the

silicon runs. The Tdiff peak resolution is improved from 1.5 - 1.7 ns to 0.8 - 0.95 ns.

4.4 Tagged Photon Flux Determination

4.4.1 Tagged Electron Accounting

As shown in equation 4.1 in the beginning of this chapter, the normalization of

the π0 photoproduction cross section directly depends on the determination of the

tagged photon flux on the target. The tagged photon flux on the target can be

obtained using equation 3.2. The measurement of the absolute tagging ratio Rabsolute

is already discussed in section 3.6. In this section the method to determine the

number of tagged electrons on a particular E or T channel, N i
e will be introduced.

For most experiments at JLab involving tagged photons, the photon rates are usu-

ally higher than the capacity of the data acquisition system (DAQ). In the PrimEx-II

experiment, the rate of the tagged photons is determined by sampling for a small
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Figure 4.11: Number of events as a function of Tdiff for the silicon target obtained
by the “best Tdiff” method. The fit to the distribution is performed with a function
consisting of a double gaussian and a linear background. The timing resolution is
calculated to be 1.2 ns from the fitting parameters.

fraction of time over the whole period of the experiment. This rate can be extrapo-

lated to all time to calculate the total number of the tagged photons, i.e., the flux, in

a given data sample. The tagger TDC is used to determine the tagged photon rate.

The TDC installed in the tagger during the PrimEx experiments was the LRS1877

type. This is a multiple hit TDC with the capacity of storing up to 16 hits per

channel in a LIFO (Last In First Out) mode with a maximum range of 32 µs. If

the rate is too high, the older hits are overwritten by the more recent ones due to

the LIFO limit. In PrimEx the TDC was set to 16 µs and 10 hits. For the flux

calculation purpose the prescaled clock triggers are used as the TDC common stop

because it is not correlated to the beam intensity. Fig. 4.14 shows a typical timing

spectrum reconstructed for a single T-channel taken with clock triggers. The drop

off of the spectrum at the right tail is due to the TDC LIFO limit. A time window
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Figure 4.12: Two different signals from the same HYCAL module. The signal
from greater energy deposition is faster.

ω is used to count the number of TDC hits. The photon rate can be calculated by:

ri �
ne,i

ω � ntrigger
, (4.14)

where ri is the tagged photon rate detected by the ith T-channel, ne,i is the number

of tagged electrons incident on the T-channel and ntrigger is the number of triggers

within the time window ω. In PrimEx-II ω � 2µs.

The JLab DAQ system has two dedicated scalers to measure the live-time of the

DAQ. Both scalers are driven by the clock trigger. One of the scalers is live-time

gated and the other is not. The live-time of the DAQ system, Tlive, can be calculated

by:

Tlive � ngated � β, (4.15)

where ngated is the number of gated scaler counts and β � 1
clock frequency

. Since we are
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Figure 4.13: The comparison of the distributions of Tdiff calculated with and with-
out the HYCAL timing alignment for the silicon target. The Tdiff peak resolution
is improved from 1.5 - 1.7 ns to 0.8 - 0.95 ns. The figure is only for elastic π0s.

only interested in the flux during the DAQ live-time, the total number of electrons

incident on the ith T-channel is:

N i
e � ri � Tlive

�
ne,i

ω � ntrigger
� ngated � β.

(4.16)

According to equation 3.2, the number of tagged photons N tagged
γ,i for the ith T-channel

is given by:

N tagged
γ,i � N i

e �R
i
absolute

�
ne,i

ω � ntrigger
� ngated � β �R

i
absolute.

(4.17)

Since the tagged photon rate is sampled at a fixed frequency and has to be

64



Figure 4.14: A typical timing spectrum for a single T-channel taken with clock
triggers from the PrimEx experiment. The drop off of the spectrum at the right tail
is due to the TDC LIFO limit so that earlier hits are overwritten. The time window
ω used here is 7 µs.

extrapolated to calculate the photon flux for a whole data sample, any abrupt change

in the beam current would make the flux calculated unreliable. The uncontrolled

variations of the beam current, i.e., beam trips, must be removed. The details of the

beam trip accounting will be discussed in section 4.4.2.

4.4.2 Beam Trip Accounting

Any uncontrolled variations of the beam current are called beam trips. As discussed

in section 4.4.1, beam trips as well as the π0 events occur in the beam trips must be

identified and removed in the data analysis. Because the live-time of the DAQ system

is negatively correlated with the beam intensity, the beam trip can be determined by

checking the ratio of the live-time and the real time (the fractional live-time). The
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JLab DAQ system has two dedicated scalers to measure the live-time of the DAQ.

One of the scalers is live-time gated, and the other is free running. Both scalers are

driven by the clock trigger. The scalers are read out in every event. The fractional

live time for event k can be obtained by:

Rlive�time �
nkgated � nk�1

gated

nkfree � nk�1
free

, (4.18)

where nkgated is the readout of the live-time gated scaler at the kth event, and nkfree

is the readout of the free running scaler at the kth event. The fractional live-time

Rlive�time is always smaller than one under normal beam current condition. In the

analysis, the Rlive�time is calculated for every five second interval. Fig. 4.15 shows

a typical distribution of the Rlive�time in a production run. The fractional live-time

for most of the events are centered around 0.96, with exceptions when beam trips

occur. For each run, the Rlive�time distribution is fitted with a gaussian function to

find the nominal value and the standard deviation σ. Any five second interval with

a Rlive�time outside of the �m � σ is discarded, where m is a parameter and can be

optimized.

4.4.3 Summary

The total number of tagged photons N tagged
γ,i for the ith T-channel can be calculated

by summing over all the valid five second intervals:

N tagged
γ,i �

¸
id

N tagged
γ,i,id

� Ri
absolute �

¸
id

N tagged
e,i,id

� Ri
absolute �

¸
id

pri � Tliveqid,

(4.19)

where id identifies the valid five second interval.

66



Figure 4.15: A typical distribution of the Rlive�time in a run. The Rlive�time is
calculated for every five second interval. The fractional live-time for most of the
events are centered around 0.96, some has a fractional live-time near one when the
beam current is dropped, and very few has a fractional live-time smaller than 0.95
when the beam current is increased abruptly.

4.5 Event Selection

In the PrimEx-II experiment, the DAQ system was triggered when either a MOR

signal or a HYCAL trigger signal was received. This is an improvement over the

PrimEx-I experiment, which used a hardware coincidence to trigger the DAQ. In

the π0 analysis of the PrimEx-II experiment, the event selection is based on the

software coincidence of the MOR and the HYCAL trigger. A Tdiff cut is applied to

ensure this coincidence. The calculation of the Tdiff follows the method described in

section 4.3.5. The Tdiff distribution is shown in Fig. 4.11. The window of the Tdiff

cut applied in the analysis is [-7, 7] ns, which is about �5σ. An event is discarded
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if there is no tagged photon within this window. In some events there are multiple

tagged photons within the Tdiff window. The tagged photon multiplicity is shown in

Fig. 4.16. For all the events with tagged photons, about 34% show multiplicity. For

the events showing tagged photon multiplicity, there are two methods for the beam

photon selection. The first method is the so called “all Tdiff” method. This method

considers all the tagged photons as beam photon candidates, leaving them to be

excluded at later stages. The second method only selects the tagged photon whose

value of the Tdiff is the closest to the peak position in Fig. 4.11. This method is the

so called “best Tdiff” method. The γγ invariant mass mγγ distributions extracted

using the “best Tdiff” method and the “all Tdiff” method are drawn together in

Fig. 4.17. The mγγ signal peaks from the “best Tdiff” method and the “all Tdiff”

method are almost the same, indicating that most of the extra photons selected by

the “all Tdiff” method are accidentals. Therefore, in this analysis the “best Tdiff”

method will be used. The “best Tdiff” method may select the wrong beam candidate.

The correction to this effect will be discussed in section 4.6.2.

Figure 4.16: Tagged photon multiplicity for the silicon target. For all the events
with tagged photons, about 34% show multiplicity.
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Figure 4.17: The γγ invariant mass mγγ distributions extracted using the “best
Tdiff” method and the “all Tdiff” method are drawn togehter. Although tagged
photon multiplicity exsits in about 34% of the events, the mγγ signal peaks from
the “best Tdiff” method and the “all Tdiff” method are almost the same, indicating
that most of the extra photons are accidentals.

Since we aim to obtain the cross section of the 2γ decay channel, only events with

two or more HYCAL clusters are selected, with the energy of every cluster greater

than 0.5 GeV. All the clusters in one event are combined into two cluster pairs.

The total energy of a single cluster pair falls within the window of [3, 8] GeV. All

the pairs surviving the above cuts are considered to be decay photon pairs. There

are tungsten blocks covering one layer of HYCAL module around the central hole.

HYCAL clusters on these modules are excluded from the analysis. The HYCAL glass

modules are also excluded from the calculation of the π0 decay width due to their

poor energy and position resolutions. However, these modules will be included to

extract the π0 photoproduction yield on the silicon target at large angles (¡ 2.5�).

The cuts introduced above are subject to systematic error studies. The selected

HYCAL two cluster pairs and the beam candidate that passed these cuts are further
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combined to form a π0 candidate. The procedure to extract the number of the elastic

π0s will be discussed in section 4.6.

4.6 Yield Extraction

4.6.1 The “Hybrid Mass”

Two important variables to select the elastic π0s are the γγ invariant mass mγγ

and the elasticity of the π0 candidate. A real π0 Ñ γγ event has the same γγ

invariant mass as the π0 mass, and we are only interested in elastic events since the

momentum transferred from the beam photon to the nucleus in the Primakoff process

is negligible, given HYCAL’s �100 MeV energy resolution. Two plots in Fig. 4.18

show the π0 yields as a function of γγ invariant mass and the elasticity. These two

variables can be calculated following equation 4.2 and equation 4.4 respectively. The

γγ invariant mass mγγ can also be expressed by the opening angle of the two decay

photons θ12: a
2E1E2p1 � cospθ12qq, (4.20)

where E1 and E2 are the HYCAL cluster energies. The opening angle θ12 can be

calculated by the following equation:

cos θ12 �
x1x2 � y1y2 � z2a

px2
1 � y2

1 � z2qpx2
2 � y2

2 � z2q
, (4.21)

where x1, x2, y1, y2 are the coordinates on the HYCAL surface, and z is the distance

between the HYCAL crystal surface and the target, which is 702 cm silicon and 701.2

cm for carbon. The value of z for lead glass modules is 10 cm smaller than crystal

modules.

Fig. 4.19 illustrates the π0 population on the two dimensional surface formed by

mγγ
mπ0

and the elasticity. The γγ invariant mass is normalized by the PDG value of

the mπ0 , so that it has the same scale as the elasticity. Apparently the real π0s are
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Figure 4.18: The distribution of γγ invariant mass mγγ and elasticity for the silicon
target.

populated inside the “ellipse” around mγγ
mπ0

� 1 and the E1�E2

Ebeam
� 1. The mγγ and the

elasticity are highly correlated. The longer axis of the “ellipse” and the horizontal

axis form an angle α. Assuming E1 and E2 are the real energies of the two decay γs,

and E1 �∆E1 and E2 �∆E2 are the energies detected by HYCAL, this correlation

can be illustrated using the following equation:

mγγHY CAL �
a

2pE1 � ∆E1qpE2 � ∆E2qp1 � cospθqq

�
a

2E1E2p1 � cospθqq

c
1 �

∆E1

E1

�
∆E2

E2

� mπ0r1 �
1

2
p
∆E1

E1

�
∆E2

E2

qs,

(4.22)

ElasticityHY CAL �
E1 � ∆E1 � E2 � ∆E2

E1 � E2

� 1 �
∆E1 � ∆E2

E1 � E2

.

(4.23)
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Figure 4.19: Elasticity vs. mγγ
mπ0

. Clearly the region inside the “ellipse” around
mγγ
mπ0

� 1 and the E1�E2

Ebeam
� 1 is where the real π0s are distributed. What’s more, the

mγγ and the elasticity are highly correlated for a real π0.

Considering the case when E1 equals E2, one has ∆E1

E1
� ∆E2

E2
� ∆E1�∆E2

E1�E2
. Ap-

plying this relation to equation 4.22 and equation 4.23, one would have
mγγHY CAL

m0
π

�

ElasticityHY CAL. According to Fig. 3.15, the HYCAL energy resolution increases

from �1% to �2% when the deposited energy decreases from �5 GeV to �1 GeV.

Simple calculations show that the difference between the values of ElasticityHY CAL

and mγγHY CAL are about 0.01 to 0.02. This correlation between the elasticity and the
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value of mγγ
mπ0

explains why the elastic π0s all distributed in a long and thin “ellipse”.

As shown in Fig. 4.19, the background events are distributed mainly in two bands:

the events in the horizontal band where E1�E2

Ebeam
� 1, and the vertical band where the

mγγ{mπ0 � 1. These two bands join together under the “ellipse”, the signal region.

The events inside the horizontal band are non π0 events, since the invariant masses

mγγ deviates from the π0 mass. The events inside the vertical band are mainly timing

accidental events, when another tagged photon with different energy is misidentified

as the incident photon. These events can also be other physical processes producing

more particles other than the two detected photons.

In order to effectively separate the real π0 events from the background, a line that

is orthogonal to the longer axis of the “ellipse” is defined and all data is projected

onto this new axis. The projected distribution is the so called “hybrid mass” and

can be expressed by equation:

hybridmass �
mγγ

mπ0

cospαq � Elasticity sinpαq. (4.24)

In the analysis α � 45� is used since in general mγγ
mπ0

� Elasticity.

Compared to the invariant mass and the elasticity, the signal of the “hybrid mass”

not only displays a much better resolution as shown in Fig. 4.20, but it also pushes

the background away from the peak, which benefits the background fitting.

4.6.2 Accidental Sidebands Subtraction and Tdiff Cut efficiency

As shown in Fig. 4.11, there are accidental backgrounds lying under the Tdiff peak

within the Tdiff cut window. These accidentals must be carefully removed. As-

suming the accidentals within the Tdiff cut window shares the same structure as

the accidentals outside of the window, one can subtract the timing accidental back-

ground under the Tdiff peak using the timing sidebands to the left and the right of

the Tdiff peak, as shown in Fig. 4.21. In the analysis, events with the Tdiff values
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Figure 4.20: The “hybrid mass” distribution for the silicon target in angular bin
[0.9�, 1.0�].

betwen -12 to -7 ns and 7 to 21 ns are reconstrcuted and used as the timing side-

bands. The Tdiff window is [-7, 7] ns in the analysis, which is about 10σ wide. In

spite of a wide coincidence window, there is still the possibility that some π0 events

are excluded. Moreover, these excluded π0 events are actually in the accidental side-

bands and will be subtracted. Therefore, an efficiency factor called Tdiff efficiency

must be estimated. In order to calculate this number, the Tdiff spectrum is fitted

by a function consisting of a double gaussian and a linear background, as shown in

Fig. 4.11. Integrating the tails of the double gaussian within the sidebands, one can

obtain the number of the excluded π0 events N excluded
π0 . The number of the signal

Ns, the accidental background Nacc, and the events in the sidebands Nside can also
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Figure 4.21: Left plot shows number of events as a function of Tdiff. The sidebands
are inside the black box, and the Tdiff window is inside the blue box. The blue
histogram in the right plot shows the number of events as a function of “hybrid
mass”. The black histogram in the same plot shows the events from the sidebands.
The accidentals possess no structure under the peak.

be estimated from this fitting. In order to subtract Nacc events using the sidebands,

a scale factor r � Nacc
Nside�N

excluded
π0

must be applied to the sidebands. Therefore, the

reduced number of π0s due to the Tdiff cut and the sidebands subtraction is:

Nreduced � p1 � rq �N excluded
π0 . (4.25)

And the Tdiff cut efficiency is εreduced �
Nreduced

Ns
. For silicon target, the value of

the tdiff cut efficiency is 0.998, and the carbon it is 0.993. A summary of all the

components of the experimental efficiencies are listed in table 4.1.

4.6.3 The “Hybrid Mass” Fitting and the π0 Yields Determination

Since the π0 photoproduction yield over the θ angle is needed, the data is divided

into small θ bins. For the final result ∆θ � 0.02� binning is used, but other binning

options are also studied and will be discussed in chapter 5. The “hybrid mass”

distribution is populated within each bin. The signal and background were separated

by fitting this distribution.
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In the analysis, the shape of the signal is obtained from Monte Carlo simulation.

The simulated “data” is binned in the same fashion as the real data and the “hybrid

mass” distributions are generated, which provide the shape to fit the signals 4.22.

For the background a piecewise function consists of a second order and a third order

Figure 4.22: The number of Monte Carlo events as a function of “hybrid mass”,
which provides the shape of the signal for the “hybrid mass” fitting.

polynomial is used in the fitting. Second order polynomials and third order polyno-

mials are also tested to study the systematic errors from different fitting functions.

The timing accidental background is removed by subtracting the timing sidebands,

which has already been discussed in section 4.6.2. The ω photoproduction gives

rise to significant background off the “hybrid mass” peak. It mainly arises from the

ω Ñ π0γ decay, since in this channel the π0 may carry the most part of the initial

energy. The ω background was studied by Monte Carlo [34, 35]. The “hybrid mass”

spectra of the simulated ω Ñ π0γ decay events are subtracted to remove the ω back-

ground. The systematic error studies due to the ω background will be discussed in

chapter 5. In summary, the fitting function of the “hybrid mass” distribution has
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the form of:

fit � Nπ0 �MCpeak �MCω � accidentalssideband�

accidentals“besttdiff2 � backgroundpoly,
(4.26)

where the Nπ0 is the number of π0s from the fitting, MCpeak is the unit amplitude

from the Monte Carlo used to fit the signal, MCω is scaled by flux and used for the ω

background substraction, the accidentalsideband represents the sideband substraction,

the accidental“besttdiff2 represents the accidentals caused by “best tdiff” beam photon

selection, which will be discussed in section 4.6.4, and the backgroundpoly is the term

for the polynomial background.

The known background sources, the timing accidental background and the ω

background are subtracted directly from the “hybrid mass” distribution.

Fig. 4.23 shows six fitting samples of the “hybrid mass” distribution. Two meth-

ods to calculate the π0 yields from the fitting were attempted. The first method

takes the Nπ0 from equation 4.26 directly. In the second method, the number of

π0s is calculated by subtracting the background from the total counts of the “hybrid

mass” over a fixed range. In the analysis this range is [-0.1, 0.1] in “hybrid mass”

unit, which is 1. The yield obtained from this procedure needs to be corrected be-

cause of the limited integration range. This correction can be estimated by using

the Monte Carlo simulated distribution of the “hybrid mass”. Both methods were

performed and their difference is small. The comparison of these two methods will

be presented in chapter 5.

4.6.4 “Best Tdiff” Correction

There is a small chance that a photon beam candidate is not the photon with the

“best Tdiff”, but the photon with the second “best Tdiff”. In other words, a misiden-

tification can happen when using the “best Tdiff” method. This is illustrated in

Fig. 4.24. In this figure the π0s are reconstructed with “beam photons” selected by
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Figure 4.23: Six fitting samples of the “hybrid mass” distribution for the silicon
target. The top figures show fittings in the Primakoff region, the middle figures
show fittings in the nuclear coherent region, and the bottom figure show fittings at
relatively large angles.

the second “best Tdiff”, and the π0 yield is plotted as a function of the “hybrid

mass”. A small peak can be seen sitting on top of a much wider gaussian shape

background. Clearly the π0 candidates under this peak are signals misidentified as
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accidental background using the “best Tdiff” method. In order to obtain the correct

π0 photoproduction yield, the number of π0s excluded due to this effect needs to

be estimated. In the analysis, a correction factor is calculated by taking the ratio

between the counts of the π0s with the second “best tdiff” and the counts with the

first “best tdiff”. There are about one hundred signals shown in the third “best

Tdiff” distribution. These signals can be safely ignored since they have little effect

as the total number of π0s exceeds 106. They add about 0.01% to the systematic

uncertainties. Another issue arises from this misidentification is that the same num-

ber of the beam photon candidates that are considered as “real” signals are actually

accidental background. They need to be subtracted from the π0 “hybrid mass” dis-

tribution. The “hybrid mass” distribution of these accidentals takes the same shape

as the accidentals shown in Fig. 4.24. They can easily be subtracted by adding

their distributions as a background term in the “hybrid mass” fitting as shown in

equation 4.26. Although the total number of these accidentals accounts for 1-2% of

all events, the σs of their distributions are so large compared with the real π0 peak

that this subtraction gives little effect on the number of π0s from the “hybrid mass”

fitting. Thus, the effect of the “best tdiff” correction is adding about 1-2% π0s to

the π0 photoproduction yields. To be exact, the “best tdiff” correction increases

the yields by 1.16% for the silicon target, and 1.45% for the carbon target. Instead

of directly correcting the π0 yields, in the analysis, this number is included in the

calculation of the efficiency ε as in equation 4.1.

4.6.5 Extracted yields of π0 Ñ γγ coherent photoproduction

Using the methods discussed in the previous sections, the π0 Ñ γγ yields for both

silicon target and the carbon target are extracted. Fig. 4.25 (a) shows the silicon

yield, and (b) shows the carbon yield. Both yields are extracted with only the PbWO4

acceptance. The Primakoff peak for the silicon target is more pronounced compared
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Figure 4.24: The “hybrid mass” distributions of the π0 cadidates with the second
“best tdiff”. A small peak can be seen sitting on top of a much wider gaussian
shape background. These π0 candidates under this peak are signals misidentified as
accidental background using the “best Tdiff” method.

to the carbon target, as already discussed in 3.5. These two yields will be fitted by

the theoretical amplitudes to extract the π0 decay width. Fig. 4.26 shows the yields

extracted with all HYCAL acceptance for the silicon target. It is interesting to see

how the incoherent process rises to dominate where θπ0 ¡ 3�. However, due to

poor energy resolution of the lead glass modules, the yield including the lead glass

acceptance is not used in the π0 decay width analysis.

4.7 Theoretical Description of Forward Photoproduction of π0

The Primakoff method to measure the π0 lifetime uses the π0 photoproduction in

the Coulomb field of a heavy nucleus. This is a coherent process, which means the

nucleus is not excited or broken up

γ � AÑ π0 � A. (4.27)

Another coherent process is the π0 photoproduction via the strong interaction be-

tween the incoming γ and the nucleus. The separation of this process is proved to
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be the most challenging part in the Primakoff method to obtain the π0 lifetime as it

is the major background mixed with the Primakoff peak. The full amplitude of the

coherent process is the sum of the primkoff process TPr, and the strong process TNC :

Tc � TPr � eiψTNC , (4.28)

where ψ is the phase angle between the Primakoff and the coherent strong cross

section. Adding the incoherent process dσinc
dΩ

, the total differential cross section can

be written as:

dσ

dΩ
� |TPr � eiψTNC |

2 �
dσinc
dΩ

. (4.29)

The full differential cross section of the π0 photoproduction can be further expressed

as:

dσ

dΩ
�
dσPr
dΩ

�
dσNC
dΩ

�
dσinc
dΩ

� 2

c
dσPr
dΩ

�
dσNC
dΩ

cospψq, (4.30)

where dσPr
dΩ

� |TPr|
2, and dσNC

dΩ
� |TNC |

2.

The Primakoff cross section dσPr
dΩ

can be written as [14]:

dσPr
dΩ

� Γγγ
8αZ2

m3
π0

β3E4

Q4
|Fe.m.pqq|

2 sin2pθπq, (4.31)

where Γγγ is the π0 decay width, Z is the atomic number of the target atom, mπ0 , β,

θπ are the mass, velocity and production angle of the π0, E is the beam photon energy,

q is the momentum transfer to the nucleus, and Fe.m.pqq is the nuclear electromagnetic

form factor of the target nucleus.

The nuclear coherent cross section and nuclear incoherent cross sections can be

expressed as [14, 36]:

dσNC
dΩ

� CS � A
2|FNpqq|

2 sin2 θπ, (4.32)

dσNI
dΩ

� CI � A
3
4 � p1 �Gpqqq, (4.33)
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where A is the nucleon number and FNpqq is the form factor of the nuclear matter

distribution in the nucleus, and Gpqq is given by [36]:

Gpqq �
�
1 � p

q

2α
q4
�

exp
�
� p

q

2α
q2
�
, (4.34)

α �
15

4R2
(4.35)

where R is nuclear radius.

By comparing the theoretical cross section expressed in equation 4.30 to the ex-

perimental outcome, one can estimate the values of the theory parameters Γγγ, CS,

CI and ψ. In order to perform this comparison, the theoretical cross section ampli-

tudes need to be first convoluted with the experimental acceptance. In section 4.8,

the acceptance calculation will be discussed.

4.8 Experimental Acceptance and Angular Resolution

In order to fit the π0 yields, the theoretical cross section needs to be convoluted with

the experimental acceptance and the resolution matrix to obtain the
dNπ0
dθ

pθ,Pq,

where P is the set of theory parameters, i.e., Γγγ, CS, CI and ψ.
dNπ0
dθ

pθ,Pq can be

expressed in the form:

dNπ0

dθrec
pθrec,Pq � Nγ � t� ε�

¸
E�channeli,θ

d̄σ

dθ
pθ,P, iq �ωfluxpiq �Mpi, θ, θrecq, (4.36)

where:

θrec is the reconstructed π0 production angle;

θ is the actual π0 production angle;

Nγ is the total number of tagged photons, i.e., tagged photon flux (see sec-

tion 4.4);

t is the target thickness, i.e., the number of target atoms per square unit (see

section 3.5);
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ε � ε1 � ε2..., includes all the relevant efficiencies and will be summarised in

section 4.9;

d̄σ
dθ
pθ,P, iq is the π0 production differential cross section for the given θ and energy

for the ith E-channel (see section 4.7);

ωfluxpiq is the fraction of tagged photon flux corresponding to the ith E-channel;

Mpi, θ, θrecq is the acceptance and angular resolution matrix.

All the terms except for Mpi, θ, θrecq in equation 4.36 have already been discussed.

In this section the method to calculate this matrix will be described.

The experimental acceptance and angular resolution matrix Mpi, θ, θrecq is calcu-

lated based on 9.9 billion Monte Carlo events. These events are uniformly distributed

between 0 to 5.5 degrees, and among 180 tagger E-channels. Since it is a Monte Carlo

simulation, the actual π0 production angle θ is known. The physics processes of de-

cay photons depositing energies (pair productions, electron avalanches, etc.) into the

HYCAL modules are simulated using the GEANT3 package [37], and HYCAL clus-

ters are generated by the same island algorithm as described in section 4.3.2. The

reconstructed π0 production angle θrec is obtained by processing these simulated

events as real data.

The actual π0 production angles θ are divided into 0.001� angular bins, which

make the average number of π0s generated in one θ bin � 1.8 � 106. The HYCAL

acceptance in the Primakoff region is roughtly 50%. As a result, the statistic uncer-

tainty from the Monte Carlo is about 0.1% per 0.001� for all E-channels together.

In reality the Mpi, θ, θrecq will be summed into the reconstructed angle θrec bins,

therefore the 0.1% is the max possible uncertainty. The reconstructed π0 production

angles θrec are divided into 0.02� angular bins, the same as the binning used in the

yield extraction. In order to study the binning effect of the π0 production angle,

0.015�, 0.02� and 0.03� binnings of θrec are also used (see chapter 5). The value of
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Mpi, θ, θrecq is calculated in this way:

Mpi, θ, θrecq �
Nπ0pθ Ñ θrec, iq

Nπ0pθ, iq
, (4.37)

where Nπ0pθ, iq is the number of π0 generated within the finer θ bin, and Nπ0pθ Ñ

θrec, iq represents the number of these π0s reconstructed within the coarser θrec bin.

The energies of these π0s are within the range of the ith E-channel energy bin.

Fig. 4.27 shows the distribution of Mpi, θ, θrecq formed by simulated π0s from two

different θ bins (0� and 1.5�). It is worth noting that the resolution becomes better

near 0� since the θrec must be greater than 0�. This effect is observed in the fitting of

the “hybrid mass” distribution. Taking the sum of Mpi, θ, θrecq over the E-channel id

and θrec, one obtains the acceptance over the actual π0 production angle θ. Fig. 4.28

shows the acceptance for the HYCAL PbWO4 crystal region as a function of π0

production angle θ. The experimental acceptance and resolution is essentially the

same for the two targets except that the corrections of the “dead” ADC’s are different

during the silicon and the carbon runs. In order to save time, the Monte Carlo

described in the previous paragraphs was only performed for the silicon target, and

different “dead” HYCAL ADC tables were used for the silicon and the carbon target

when processing the simulated events. The decay photon absorption by the target

(mainly e�e�pair production) is also simulated in this Monte Carlo. However since

the thickness of silicon target is 10% radiation length while that of the carbon target is

8%, the probabilities of decay photon absorption are different. For the silicon target,

the decay photon absorption is automatically included in the acceptance calculation.

Therefore only the ratio of the carbon and silicon decay photon absorption is needed.

Moreover, the beam photon can also be absorbed, but this process is not included

in the Monte Carlo described above, as a result two more correction factors need

to be calculated. Therefore, two fast Monte Carlo simulations were performed for
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Table 4.1: The constant factors used in the fitting to the π0 photoproduction yields.

the silicon and carbon targets respectively to study the photon abosorptions. The

results will be summarised in section 4.9.

4.9 π0 Yields Fitting

The π0 photoproduction yields obtained in section 4.6.5 can be fitted by equa-

tion 4.36. All the efficiency numbers included in the ε term in equation 4.36 are

listed in table 4.1. where:

BR(π0 Ñ γγ) is the braching ratio for the π0 Ñ γγ channel [7];

γ-beam absorption and π0 Ñ γγ decay products absorption in target are factors

to correct photon absorptions as discussed in section 4.8;

Signal fraction out of |Tdiff|   7.0 ns is the Tdiff cut efficiency;

Events with ADC error: whenever there is an ADC error, the events are not
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Table 4.2: π0 decay width obtained from silicon and carbon targets

Target χ2{NDF Γγγ (eV)
Silicon 1.02 7.83 � 0.06

12C 1.11 7.78 � 0.12

counted into the π0 yield, therefore ADC error corrections are estimated to reduce

the tagged photon flux correspondingly;

HYCAL energy response function represents the HYCAL trigger efficiency.

The fitting procedure minimizes the χ2{NDF by optimizing the set of theory

paramters P. The fitting is performed using ROOT [38]. Fig. 4.29 (a) and (b) show

the fitting of π0 yields up to 2.5� with only the HYCAL PbWO4 crystals for the

silicon target and the carbon target, respectively.

The decay width obtained from these two fittings are listed in table 4.2:

The statistical uncertainty for the silicon target is less than 1%, and the decay

width difference between the two targets are within 0.5%. Detailed discussion re-

garding the results and the study of systematic uncertainties will be presented in

chapter 5.
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Figure 4.25: The π0 Ñ γγ yields for (a) the silicon and (b) the carbon target.
Both yields are extracted with only the PbWO4 acceptance. The Primakoff peak
for the silicon target is more pronounced compared to the carbon target, as already
discussed in 3.5
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Figure 4.26: The π0 Ñ γγ yield for the silicon target with all HYCAL acceptance.
However, due to poor energy resolution of the lead glass modules, the yield including
the lead glass acceptance is not used in the π0 decay width analysis.
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Figure 4.27: The distribution of Mpi, θ, θrecq formed by simulated π0s from two
different θ bins (0� and 1.5�).
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Figure 4.28: The HYCAL PbWO4 acceptance as a function of the actual π0 pro-
duction angle θ.
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Figure 4.29: (a) and (b) show the fitting of π0 yields upto 2.5� with only the
HYCAL PbWO4 crystals for the silicon target and the carbon target respectively.
The four different physics processes are labeled.
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5

Results and Conclusions

In this chapter, the calculations of the systematic uncertainties will be discussed.

In most sections of this chapter, the analyses and the results of the systematic un-

certainties for the silicon and carbon targets are the same, and the silicon data are

used. The carbon target will only be mentioned whenever the carbon uncertainty is

different from that of the silicon target. The total uncertainty budget table will be

summarised in the end.

5.1 Branching Ratio

The branching ratio of π0 Ñ γγ channel is [7]:

Brpπ0 Ñ γγq � p98.823 � 0.034q%. (5.1)

The uncertainty of the branching ratio is 0.034%, which will be directly propagated

into the final systematic uncertainty.
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5.2 Uncertainties from Target Measurement

The thickness of the PrimEx-II targets are measured by the UMass group [23, 24].

The measurement is discussed in section 3.5 and the results are summarised in ta-

ble 3.1. For silicon, the contribution of the target measurement to the systematic

uncertainty is 0.35%, and for carbon it is 0.02%.

5.3 Uncertainties from Yield Extraction

5.3.1 Uncertainties from Single γ Energy Cut

In π0 yield extraction an energy cut of 0.5 GeV is applied to the single decay γ. The

effect of this energy cut is studied and will be presented in this section.

In order to study the systematic uncertainty of the single γ energy cut, a set of

cut values between 0.1 GeV to 0.7 GeV with a step of 0.02 GeV are used . The

acceptance is recalculated based on these new cut values. The effect of this cut to

the decay width is studied by refitting the π0 yields corresponding to the different

values. The decay width Γpπ0q is drawn as a function of the energy cut in Fig. 5.1,

which is stable until the energy cut is increased to �0.56 GeV. The energy cut of

0.5 GeV is chosen in the analysis to cut off as much background as possible. The

half maximum difference among these recalculated decay widths corresponding to

the energy cuts smaller than 0.56 GeV is 0.0045 eV, or 0.05% of the π0 decay width.

This number is used to estimate the systematic uncertainty of the decay width due

to the single γ energy cut.

5.3.2 Uncertainties from π0 Energy Cut

As discussed in section 4.1, we are only interested in the events where the total

energy of the two decay γ’s are about the same as the beam energy. In order to

reduce background, an additional cut of 3.5 GeV to the total energy of π0 candidates
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Figure 5.1: The Γpπ0q is plotted as a function of the single γ energy cut. In order to
study the effect of the energy cut on the decay width, it is varied from 0.1 GeV to 0.7
GeV with a step of 0.02 GeV. The energy cut used in the analysis is 0.5 GeV, which
lies in the region where the decay width is relatively stable. The error bars shown
in this figure are statistical uncertainties, and thus do not represent the variations
studied in this section.

was applied in the π0 analysis. This cut is called the π0 energy cut. Similar to the

single γ energy cut, the systematic uncertainty of this cut is studied by varying its

value from 3.0 GeV to 4.6 GeV with a step of 0.1 GeV. The decay width Γpπ0q is

drawn as a function of the π0 energy cut in Fig. 5.2, which is stable until the π0

energy cut is increased to �4.2 GeV. The half maximum difference among the decay

width’s calculated with this cut between 3.0 GeV to 4.2 GeV is 0.0045 eV, or 0.05%.

This value is used as the systematic uncertainty of the π0 energy cut.
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Figure 5.2: The Γpπ0q is plotted as a function of the π0 energy cut. In order to
study the effect of the energy cut on the decay width, it is varied from 3.0 GeV to
4.6 GeV with a step of 0.1 GeV. The decay width’s obtained between 3.0 GeV to
4.2 GeV are stable, and the maximum difference among them is 0.009 eV. The error
bars shown in this figure are statistical uncertainties, and thus do not represent the
variations studied in this section.

5.3.3 Decay Width Sensitivity to Tdiff Cut

The Tdiff cut is used in the analysis to reject the accidental background. In order to

ensure that a proper Tdiff window is used in the analysis and estimate its contribution

to the systematic uncertainty, different window sizes are studied and the results will

be presented in this section.

The default Tdiff cut window applied in the π0 yield extraction is [-7, 7] ns. To

evaluate the systematic uncertainty, a set of Tdiff cut windows from [-2.0, 2.0] ns

to [-10.0, 10.0] ns with a step of 0.5 ns are used. The Tdiff cut efficiency explained

in 4.6.2 is also recalculated correspondingly. Fig. 5.3 shows the Tdiff cut efficiency

for different windows for both silicon and carbon targets. The obtained Γpπ0q’s are

drawn as a function of the absolute value of the Tdiff cut, |Tdiff| in Fig. 5.4.

In summary, the size of the Tdiff cut window has little effect on the decay width
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Figure 5.3: The efficiency of Tdiff cut as a function of the absolute value of the
Tdiff cut. The efficiency reaches a plateau when |Tdiff| ¡ 5 ns. The Tdiff cut window
used in the analysis is [-7, 7] ns, where the efficiency is 99.98%.

when |Tdiff| ¡ 5 ns. The half maximum difference among the decay width’s calcu-

lated using different Tdiff cut window in this region is 0.00195 eV, which is 0.025%

of the decay width.

5.3.4 “Hybrid Mass” Fitting Uncertainties

The π0 yield is extracted by fitting the “hybrid mass”. This fitting procedure was

discussed in section 4.6.3. A few examples of the “hybrid mass” fitting can be found

in Fig. 4.23. In these examples a piecewise polynomial background function was

used in this fitting. In order to investigate any systematic effects in the method

of yield extraction, simple second order and third order polynomial backgrounds

are also investigated. After the fitting, the π0 yields are obtained by calculating

the number of π0s under the fitted peak, in this case the Monte Carlo simulated
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Figure 5.4: The Γpπ0qs are plotted as a function of the absolute value of the
Tdiff cut. The Tdiff cut efficiency is not taken into account in the left plot, but it
is included in the calculation in the right plot. Both plots show the decay width
reaches a plateau when |Tdiff| ¡ 5 ns. The error bars shown in these two figures
are statistical uncertainties, and thus do not represent the variations studied in this
section.

signal lineshape. The yield can also be obtained by subtracting the total background

(accidentals, ω background and polynomial background) from the total number of π0s

under the “hybrid mass” within a window, and then corrected by the cut efficiency

corresponding to this window. The range of the “hybrid mass” fitting is varied

between 0.07 to 0.15 to estimate the systematic uncertainties. Fig. 5.5 shows the

extracted Γpπ0q for the silicon target using different background functions, various

ranges of fitting, and the aforementioned two methods to count the π0s. The average

value of the Γpπ0q from this study is 7.822�0.056 eV, and the systematic uncertainty

is taken as half of the maximum difference among the extracted Γpπ0qs, which is 0.044

eV, or 0.56%. Fig. 5.6 shows the results for the carbon target. The average value

of the Γpπ0q for carbon is 7.776 � 0.111 eV, and the systematic uncertainty from

“hybrid mass” fitting is 0.06 eV, or 0.8%.
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Figure 5.5: The Γpπ0qs calculated using different methods for the silicon target.
Three different background functions: the piecewise funcion, 2nd order polynomial
and 3rd order polynomial, and nine fitting ranges (from 0.07 to 0.15) are investigated.
To obtain the π0 yields, two methods are used: method1 using the number of π0s
under the fitted signal peak; method2 using the difference between the total number
of the π0 under the “hybrid mass” and the background. The error bars shown in this
figure are statistical uncertainties, and thus do not represent the variations studied
in this section.

5.3.5 Comparison of Yields with Different Binnings

As discussed in 4.6.3, the π0 photoproduction yield is extracted using 0.02� angular

bin. The 0.015� and 0.03� angular bins are also studied to estimate the effect of the

bin size to the decay width. Fig. 5.7, Fig. 5.8 and Fig. 5.9 show the fitted π0 yields

for silicon with 0.015�, 0.02� and 0.03� angular bins respectively. And Fig. 5.10,
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Figure 5.6: The Γpπ0qs calculated using different methods for the carbon target.
Three different background functions: the piecewise funcion, 2nd order polynomial
and 3rd order polynomial, and nine fitting ranges (from 0.07 to 0.15) are investigated.
To obtain the π0 yields, two methods are used: method1 using the number of π0s
under the fitted signal peak; method2 using the difference between the total number
of the π0 under the “hybrid mass” and the background. The error bars shown in this
figure are statistical uncertainties, and thus do not represent the variations studied
in this section.

Fig. 5.11 and Fig. 5.12 show the fitted π0 yields for carbon with 0.015�, 0.02� and

0.03� angular bins.

The decay width obtained based on different yield bin sizes are listed in table 5.1.

The maximum difference for silicon target is 0.004 eV, or 0.05%, and for carbon it’s

0.011 eV, or 0.1%.
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Figure 5.7: π0 yield extracted with 0.015� angular bin for silicon.

Table 5.1: π0 decay width obtained from silicon and carbon targets with different
angular bins.

Target Γγγ (eV)
Silicon 7.834� 0.057 7.833 � 0.057 7.830 � 0.057

12C 7.773� 0.116 7.784 � 0.117 7.783 � 0.057

5.3.6 Realistic Monte Carlo

For both silicon target and carbon target, 500 samples of realistic Monte Carlo

simulation with statistics were performed. These samples are overlaid with real

background shape based on the hybrid mass fitting. The fitting results of these

samples are demonstrated in Fig. 5.13. The averged fitted decay width for silicon is

7.75 eV, and for carbon is 7.65 eV. The preset decay width is 7.70 eV. As a result,

the systematic error for silicon is 0.65%, and for carbon is also 0.65%.
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Figure 5.8: π0 yield extracted with 0.02� angular bin for silicon.

Table 5.2: Systematic uncertainties of π0 decay width due to uncertainties from the
ω background

ω background variation Γpπ0q shift, silicon (%) Γpπ0q shift, carbon (%)
+20% -0.14% 0.03%
-20% -0.06% -0.16%

5.4 Decay Width Sensitivity to ω background subtraction

In PrimEx-II, the ω background was simulated using GEANT3 package [37], and was

subtracted from the signal as discussed in section 4.6.3. The ω photoproduction cross

section has about 20% uncertainty. In order to study its effect on the decay width,

the ω background was scaled up and down by 20%. The change to the extracted

Γpπ0q is listed in table 5.2.
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Figure 5.9: π0 yield extracted with 0.03� angular bin for silicon.

5.5 Decay Width Sensitivity to π0 Angular Resolution

As discussed in section 4.8, the π0 angular resolution is determined by Monte Carlo

and included in the acceptance resolution matrix. The π0 angular resolution is varied

by 10% in order to determine its effect on the decay width. The resulted change in

the decay width is only about 0.07%.

5.6 Uncertainties from HYCAL Acceptance

Both HYCAL cooridinates misalignment and uncertainties from the HYCAL z po-

sition contribute to the uncertainties of the HYCAL acceptance calculation. The

calculations of these two items are discussed in this section.
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Figure 5.10: π0 yield extracted with 0.015� angular bin for carbon.

5.6.1 Decay Width Sensitivity to HYCAL Coordinates Misalignment

The coordinates of the decay γs on the HYCAL can be reconstructed with high

precision. However, the values of these coordinates are based on the HYCAL coor-

dinates reference system. The coordinates reference system was surveyed before the

experiment by the JLab survey group. As discussed in section 4.3.4, the HYCAL

misalignment is checked using the π0 production data in the analysis.

In order to study the effect of the HYCAL misalignment and estimate the sys-

tematic uncertainty, the HYCAL cluster coordinates are varied by adding a small

constant ∆x or ∆y when reconstructing the π0 yield, and the decay width Γpπ0q is

recalculated based on this new yield. The ∆x/∆y are varied from -10 mm to 10 mm

with 1 mm step. Fig. 5.14 shows the change of the decay width over misalignment.

According to the survey , the upper limit of the HYCAL misalignment is less than
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Figure 5.11: π0 yield extracted with 0.02� angular bin for carbon.

0.5 mm. Assuming the misalignment can vary between -2 mm to 2mm, the system-

atic uncertainties of decay width due to this variation can be calculated based on

the curves shown in Fig. 5.14 and the results are listed in table 5.3. When there is

a misalignment, the Primakoff peak of the π0 yield is shifted since the misalignment

mainly affects the calculation of the π0 production angle. The fitting parameter of

the π0 decay width is suppressed by the mismatch between the position of the re-

constructed Primakoff peak and the theoretical peak position . The fact that the

maximum value of the π0 decay width is around zero in Fig. 5.14 indicates a proper

HYCAL alignment.

In summary, the systematic uncertainty due to the HYCAL misalignment in x is

better than 0.29%, and in y is better than 0.31%.
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Figure 5.12: π0 yield extracted with 0.03� angular bin for carbon.

Table 5.3: Systematic uncertainties of π0 decay width due to HYCAL misalignment

∆x, ∆y Γpπ0q by ∆x (%) Γpπ0q by ∆y (%)
2 mm -0.29% -0.26%
-2 mm -0.14% -0.31%

5.6.2 Decay Width Sensitivity to HYCAL z Position

The distance z between the HYCAL and the target is provided by survey before the

experiment, which is 702 cm for the silicon target and 701.2 cm for the carbon target.

The systematic uncertainty of this measurement is 1 cm. In order to propagate this

uncertainty into π0 decay width uncertainty budget, the relation between the decay

width and the distance z must be studied.

In this section, the HYCAL z position is assumed to be a set of values from 697

cm to 706 cm with a step of 1 cm. The extracted Γpπ0q is drawn as a function of z in
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Figure 5.13: Left: π0 decay widths from silicon realistic M.C. Right: π0 decay
widths from carbon realistic M.C.

Figure 5.14: The Γpπ0q is plotted as a function of HYCAL misalignment. The left
plot shows the change in the decay width due to the HYCAL misalignment in x, and
the right plot shows the change in y.

Fig. 5.15. Apparently the decay width changes linearly with respect to z with a fitted

slope of -0.0037. As a result, the propagated systematic uncertainty is calculated to
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be 0.047%.

Figure 5.15: The Γpπ0q as a function of the distance of HYCAL to the target
center. The error bars shown in this figure are statistical uncertainties, and thus do
not represent the variations studied in this section.

In summary, the total uncertainty from the HYCAL acceptance is 0.31%.

5.7 Systematic Uncertainties Due to Photon Beam

The uncertainties in the photon beam energy, the beam direction and the beam width

will all be propagated into the final uncertainty. In this section, the calculation of

these three terms are discussed.
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5.7.1 Decay Width Sensitivity to the Photon Beam Energy

The systematic uncertainty of the photon beam energy is no worse than 0.13% [40].

An artificial shift of the beam energy by 0.5% results in a 1.05% change in the decay

width. Therefore by interpolation the addition to the systematic uncertainty of the

decay width due to the photon beam energy is 0.273%.

5.7.2 Decay Width Sensitivity to the Beam Width

The decay width sensitivity to the beam width is based on the PrimEx-I result and

estimated to be 0.2%.

5.7.3 Decay Width Sensitivity to Beam Direction

Another type of HYCAL misalignment arises from the photon beam forming a small

angle with the z axis, which affects the accuracy of the π0 production angle θ. In

order to study this effect, the π0 production angle θ is projected onto θx and θy

as described in equation 4.12. For example if the beam direction is systematically

shifted by ∆θx, the projection of real production angle will be θx � ∆θx. In the

analysis the ∆θx,y are varied from -1 mrad to 1 mrad with a step of 0.1 mrad. The

range of the variation corresponds to about 1 cm change in the HYCAL coordinates.

The extracted Γpπ0q is drawn as a function of ∆θx,y in Fig. 5.16. The maximum value

of Γpπ0q is around zero, indicating the beam direction shift during the experiment is

negligible.

The upper limit of beam direction uncertainty is 0.1 mrad, which is consistent

with the misalignment estimation of 0.5 mm. The systematic uncertainties due to

the beam direction are summarised in table 5.4:

In summary, the total systematic uncertainty related to the photon beam param-

eters (energy, position and direction) is 0.35%.
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Table 5.4: Systematic uncertainties of π0 decay width due to the uncertainty of the
beam direction

∆θx, ∆θy Γpπ0q by ∆θx (%) Γpπ0q by ∆θy (%)
0.1 mrad -0.05% -0.003%
-0.1 mrad -0.006% 0.09%

5.8 Different Nuclear Density Models

The nuclear charge density distributions are used in the calculation of the π0 photo-

production cross section. For many nuclei, the charge densities are readily available

from electron scattering experiments [39]. Usually there are a few different types of

models for each nucleus based on the same or a few different experiments. For 28Si

(�92% abundance) and 12C, there are 2-parameter and 3-parameter Fermi models

and Fourier-Bessel model. The 3-parameter Fermi model is able to capture more

features of the charge density than the 2-parameter Fermi model. All these models

are fitted from previous electron scattering experiments. The quoted uncertainties

on the model parameters are about 1% for the 28Si models, and less than 0.5% for

the 12C models. In this data analysis we tried two charge density models in the form

factor calculation for both targets: (1) 3-parameter Fermi model; (2) Fourier-Bessel

model.

The 3-parameter Fermi model takes the form of:

ρprq �
ρ0p1 �

wr2

c2
q

1 � expp r�c
z
q
, (5.2)

where c is the radius of the target nucleus, and the normalization factor ρ0 takes

the value so that the integrated charge distribution equals the nuclear charge Ze.

We found for silicon target, in order to fit PrimEx-II data well, the silicon nuclear

radius has to be increased by 7% compared to the value given by electron scattering

experiment. Fig. 5.17 shows how silicon radius affect the fitting of the π0 photopro-

duction yields, the goodness of the fitting is represented by the value of χ2{NDF .
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The silicon radius has a big effect on the yield fitting. There are two issues with

the fitting here: (1) the best achieved χ2{NDF is �1.1, while ideally this value is

about 1 for a perfect fit and, (2) the 3-parameter Fermi model is quoted with 1%

uncertainty, however we need to increase the radius by 7% in order to achieve the

best fitting with the PrimEx-II data.

Figure 5.17: Goodness of fits and the decay width’s using 3-parameter Fermi
nuclear density model. The x axis shows the percentage change to the quoted 28Si
nucleus radius. The best fit to the PrimEx-II data is achieved when the silicon radius
is increased by about 7%.

The Fourier-Bessel model takes the form of [39]:

ρprq �

#°
v avj0p

vπr
R
q for r ¤ R

0 for r ¥ R,
(5.3)

where R is the cutoff radius, and j0pqrq denotes the Bessel function of order zero.
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Both the radius R and the coefficients av are obtained from electron scattering ex-

periments. In order to obtain the best yield fitting, we adjusted the R value in

the analysis. The resulted fittings are shown in Fig. 5.18. For silicon the R value

is increased by 2% when the best fitting is achieved. And the χ2{NDF is about

1. In conclusion, the Fourier-Bessel model is a superior model and better suited in

precision measurements such as PrimEx-II.

Figure 5.18: Goodness of fits and the decay width’s using Fermi-Bessel nuclear
density model. The x axis shows the percentage change to the quoted 28Si nucleus
radius. The best fit to the PrimEx-II data is achieved when the silicon radius is
increased by about 2% and when the carbon radius is increased by about 1%.

By systematic uncertainties of the decay width due to the uncertainties in the

atomic radii can be determined using Fig. 5.18. Adding to the minimum χ2 by 1,

the silicon radius falls between 1.04% to 2.22% of the quoted silicon radius, and the

carbon radius is between -0.869% to 2.91% of the quoted carbon radius. As a result,

the systematic uncertainty of π0 decay width measured from the silicon target is

0.248%, while from carbon target is 0.534%.
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Table 5.5: Uncertainties of π0 decay width.

Item Silicon (%) Carbon (%) Common (%) Ref.
Stat. Uncertainties 0.77 1.54

Branching Ratio 0.03 [7]
Photon Beam Flux 0.83 [25, 26]

Target Measurement 0.35 0.02 [24]
Target Absorption 0.2 0.2
Trigger Efficiency 0.1

HYCAL Acceptance 0.31
HYCAL Energy Response Function 0.45 [41]

Beam Parameters 0.38

Yield Extraction

Single γ Energy Cut 0.04
π0 Energy Cut 0.06

Tdiff Cut 0.03
Best Tdiff Selection 0.1 0.2

Signal Background Separation 0.757 1.015
π0 yield binning 0.05 0.1

realistic M.C. 0.65 0.65
Total (Yield Extraction) 1.01 1.23

ω background 0.14 0.16
Model Errors (theory) 0.25 0.53 0.30

Syst. Uncertainties 1.58 1.76
Total (stat. & syst.) 1.76 2.34

5.9 Systematic Uncertainties

A summary of the systematic uncertainties for both the silicon and carbon targets

are listed in table 5.5. The systematic uncertainties for the photon flux is preliminary

and based on PrimEx-I estimations. Further study is needed on the relative tagging

ratio.

5.10 π0 Decay Width

The results for the π0 decay width from both silicon and carbon targets are listed in

table 5.6. The total uncertainty for silicon is 1.76%, and for carbon is 2.34%. The

π0 decay width combined for the two targets is 7.821 � 0.054pstat.q � 0.124psyst.q.

The total uncertainty is 0.135 eV, or 1.7%, which is a significant improvement from

the 2.8% total uncertainty from the PrimEx-I experiment. The result is almost final

except for the systematic uncertainty from photon beam flux. Fig. ?? the π0 decay
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Table 5.6: π0 decay width obtained from silicon and carbon targets

Target Γγγ (eV)
Silicon 7.831 � 0.060pstat.q � 0.124psyst.q

12C 7.783 � 0.120pstat.q � 0.137psyst.q
combined 7.821 � 0.054pstat.q � 0.124psyst.q

width from PrimEx-II and four other measurements [6, 8, 9, 4] from experiments

included in the PDG [7]. The chiral anomaly prediction, the sum rule result [15] and

ChPT predictions [2, 1, 3] are also plotted. The PrimEx-II result lies within 0.8 σ

above the chiral anomaly predition, one σ below the sum rule prediction, and 1.8

σ below the ChPT calculations. It is in better agreement with the chiral anomaly

prediction.

5.11 Summary and Outlook

The PrimEx-II experiment successfully measured the π0 decay width with less than

2% precision, which is the most precise measurement up to date. In this dissertation,

the details of the experiment, the data analysis process and the results are presented.

The systematic uncertainty study is ongoing and soon to be finalized. Another

data analysis for the Compton process using the dedicated Compton runs during the

PrimEx-II experiment is close to being finished, the uncertainty of which is expected

to be around 1.5%. The Compton scattering is used to validate the systematic

uncertainty of the π0 decay width since the cross section is well understood.

Though suffering from poor resolution, the lead glass detectors provide a much

better acceptance for the nuclear incoherent process. Further studies including this

part of the HYCAL can provide a better understanding of how the nuclear incoherent

background affects this measurement.
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Figure 5.16: The Γpπ0q is plotted as a function of artificial beam angle shift in x
direction (left) and y direction (right).
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Figure 5.19: The experimental measurements and theoretical predictions of the π0

decay width. The PrimEx-II result (5) is plotted with four other experimental mea-
surements: (1) CERN direct measurement [6];(2) Cornell Primakoff measurement [8];
(3) Crystal Ball collider measurement [9] and (4) PrimEx-I result [4]. Except for the
PrimEx-II result, all the other four experimental results are included in the current
PDG value [7]. Another experiment that is in the PDG, the pion weak form factor
experiment [10], is not included in this figure due to its large uncertainties in the
measurement of the π0 decay width. The red dash line shows the chiral anomaly
prediction. The green band demonstrate the sum rule calculation [15] and the red
band demonstrates three ChPT NLO and NNLO calculations [2, 1, 3]. The PrimEx-
II result lies within 0.8 σ above the chiral anomaly predition, one σ below the sum
rule prediction, and 1.8 σ below the ChPT calculations. It is in better agreement
with the chiral anomaly prediction.
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