The JANA Reconstruction
Framework



What is JANA?

JLab ANAlysis framework (more accurately, a
reconstruction) framework

C++ framework that formalizes the organization of

algorithms and data transfer for event based
processing

True multi-threaded event processing
Data-on-demand model

Numerous features custom for experimental Nuclear
Physics



Why Multi-threading?

Multi-core processors are already here and commonly used.
Industry has signaled that this will be the trend for the next
several years. Consequence: Parallelism is required
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Figure 1: Current and expected eras of Intel® processor architectures

Maintaining a fixed memory capacity per core will
become increasingly expensive due to limitations on
the number of controllers that can be placed on a

single die (#pins).

Example: Memory accounts for about 10%-25% of
system cost today but that will increase by as much
as 5%/year over the next several years leading to
50% of system cost going toward RAM
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Factory Model

FACTORY
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Data on demand = Don’t do it unless you need it :
. . Conservation
Stock = Don’t do it twice of CPU cycles!
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Complete Event Reconstruction

Framework has a layer that
directs object requests to

HDDM File the factory that completes it
EVIO File
ET system
Web Service . .

Multiple algorithms
(factories) may exist in
the same program that
produce the same type
of data objects

— This allows the

Processor .

framework to easily

User supplied code redirect requests to

Fill histograms alternate algorithms

Write DST specified by the user at

L3 trigger run ime
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Multi-threading
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Plugins

JANA supports plugins: pieces of code that can be attached
to existing executables to extend or modify its behavior
Plugins can be used to add:
— Event Processors

— Event sources

— Factories (additional or replacements)
Examples:

— Plugins for creating DST skim files

* Reconstruction is done once with output to multiple files
* hd ana --PPLUGINS=kaon_skim,ppi+pi-_skim run012345.evio

— Plugins for producing subsystem histograms

* Single ROOT file has histograms from several pieces of code
* hd root --PPLUGINS=bcal hists,cdc_hists,tof hists ET:GlueX




Associated Objects

associated o A data object may be associated
objects with any number of other data
objects having a mixture of types

o Each data object has a list of
“associated objects” that can be
probed using a similar access

5/25/10

mechanism as for event-level object
Cluster - requests

(calorimeter)

vector<const DCluster*> clusters;
loop->Get (clusters);
for(uint i=0; i<clusters.size(); i++)

{

vector<const DHit*> hits;
clusters[i]->Get (hits);
// Do something with hits ..
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Configuration Parameters

in a factory’s init method one might write ...
Variables are data

“ members of factory class

MIN SEED HITS = 4;
3.0; // cm

MAX STEP SIZE

Value may be overwritten if user

specifies a value at run time \
gPARMS->SetDefaultParameter ("TRKFIND:MIN SEED HITS" MIN SEED HITS);
gPARMS->SetDefaultParameter ("TRK:MAX STEP SIZE" , MAX STEP SIZE

’ "Maximum step size in cm to take when swimming a track with adaptive step sizes" ) ;

\ NEW: Optional 3 argument allows

description to be stored with parameter

» Parameters can be set via command line or configuration file
» Complete list of parameters can be dumped using option ——dumpconfig

» Parameters can read in using option ——config=filename




# JANA Configuration porameters {auto-generated)

#

# created: Wed May 5 11:32:54 2618
# command: hd_ana --dumpconfig -PEYENTS_TO_KEEP=1 --auto_activate=DChargedTrack hdgeant_smeared.hddm

#

BCALRECON :BREAK_THRESH_TRMS
BCALRECON :CLUST_THRESH
BCALRECON :MERGE_THRESH_DIST
BCALRECON :MERGE_THRESH_TIME
BCALRECON :MERGE _THRESH_XYDIST
BCALRECON :MERGE_THRESH_ZDIST

BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :

BCALRESPONSE

BFIELD_MAP
BFIELD_TYPE
CDC:Z_MAX
CDC:Z_MIN

CELL_THRESHOLD_OUTER
CROSS_TALK_PROB
DARK_RATE_GHZ

DEVICE_PDE
FADC_WINDOW_NS

OCCUPANCY _FRACTION_LIMIT

:PHOTONS_PER_SIDE_PER_MEY_IN_FIBER
BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :
BCALRESPONSE :

SAMPLING_COEF_A
SAMPLING_COEF_B
SAMPLING_FRACTION
TIMESMEAR_COEF _A
TIMESMEAR_COEF_B

EVENTS_TO_KEEP
EVENTS_TO_SKIP
FCAL :BUFFER_RADIUS

FCAL :FCAL_CRITICAL_ENERGY
FCAL :FCAL_RADIATION_LENGTH
FCAL :FCAL_SHOWER_OFFSET

FCAL :MIN_CLUSTER_BLOCK_COUNT
FCAL :MIN_CLUSTER_SEED_ENERGY

FCAL :MNON_LIN_|
FCAL :NON_LIN_|
FCAL :NON_LIN_|
FCAL :MNON_LIN_|
FCAL :NON_LIN_|
FCAL :NON_LIN_|
FCAL :MNON_LIN_|
FCAL :MNON_LIN_|

COEF_A1
COEF_A2
COEF_alfal
COEF_alfaz
COEF_B1
COEF_B2
COEF_C1
COEF_C2

FCAL :RHG_RADIUS
GEOM:ENABLE_BOUNDARY _CHECK
GEON:MAX_éUG&BKﬂ*lSEARCH_STEPS

JANA :JERR_TAG

LML «IFDD THDEANCTAMD FI A

Example Configuration Parameter dump file
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8.682
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a.681
a.a3
8.041
8.12
168
a8.685

7
a.842
8.613
8.15
8.8959949
a
Magnets/Solenoid/solenoid_1588_poisson_20898514_61
CalibDB
167

17

[N

# Maximum number of events for which event processors are cal
# Number of events that will be read in WITHOUT calling event

.0835

.0835
.53189
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.81919
03614
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4625
78763
.39377
a
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janadot plugin

0 calls
00 us
0.0

AN

i cans
.00 us
0.0%

DBCALMCResponse

2.82 ms (0.0%)

20 calls
1400 us
0.0%

DBCALGeometry

117 ms ( 0.0%)

0 calls
00 us

0.0%

DBCALPhoton
829.00 us ( 0.0%)

DVertex

3515 ( 5.7%)

0 calls
i7.10
.15
P00 DChargedTrack
00% 4548 ms ( 0.1%)

20 calls
065
1%
DTrackTimeBased
26.88 5 (44.0%)
50 cals 0 cals
2011 ms 19.65 <
00t 22%
DBCALShower e DTrackWireBased s
4.54 ms ( 0.0%) 0.3% 17.88 5 (29.3%)
96 calls 0 calls | cals
539 ms 1535 000us
.45 25% 00%
o o DTrackHitSelector DTrackCandidate DTrackFitter
0.0% 0445 07%) 0435 07%) 152.00 us ( 0.0%)
s calls 0 calls 20calls
000 s 0905
00% 15
im0l | DTrackCandidate:FDCCathodes | | DTrackCandidate:CDC
0.0% 0325(0.5%) 77,88 ms ( 0.1%)
0 cals oans [y
0.5 5 5099 ms rackFitter: ALT1
0.9% 0.1% 30 s ( 0.5%)
DCDCTrackHit
48.29 ms ( 0.1%)
DTrackHitSelector: ALT1 i
ms ( 0.0%) 09%
DFDCPseudo
0.605( 1.0%)
0 cals 0 calls
05 m 000 us
00t 00% [
s | DFDCCathodeCluster
00t 841 ms ( 00%)
0 cats
000us

-DPhoton

10,445 (17.1%)

-DFCALPholon
945.00 us ( 0.0%)

0 calls
0.00 us
0.0%
20 calls
522,00 us
0.0%
0 calls
.16 ms
0.0%
DTOFPoint

545.00 us ( 0.0%)

0 calls
00 us
0.0

DFCALCluster
483ms ( 0.0%)

D calls
065
100.0%

JEventProcessor

0 calls
0.00 us

0 calls
0.00 us
0.0%




A closer look at janadot

N

DTrackTimeBased

26.88 s (44.0%)

95 calls
0.00 us
0.3%

S

0 calls
19.65s
32.2%

DTrackWireBased

17.88 s (29.3%)

DTrackCandidate

043 s ( 0.7%)

1 calls
030s
0.5%

DTrackFitter

152.00 us ( 0.0%)

0 calls
0.90s
1.5%

20 calls
0.20s
0.3%

1 calls
030s
0.5%

DTrackHitSelector
0.44s( 0.7%)
20 calls 96 calls
3.56 ms 0.00 us
0.0% 0.0%

DTrackCandidate:FDCCathodes

0.32s( 0.5%)

DTrackCandidate:CDC

77.88 ms ( 0.1%)

74




Summary

JANA is a multi-threaded event reconstruction
framework

Designed to optimize CPU usage via models
such as data-on-demand and object sharing

Support for alternative algorithms and plugins
make the framework highly configurable to
end users as well as developers

Built-in features (janadot) allow for both
profiling and easily documenting




... and in closing ...

Additional features:

— janaroot plugin for auto-magical generation of ROOT
trees from data objects

— janactl plugin allows for remote control and
monitoring of process health via cMsg

— Calibration/Conditions DB interface with working Web
Service implementation (doi: 10.1088/1742-6596/219/4/042011)

— XML geometry interface with integrated Xpath parser
— Thread safe stream logging support

http ‘ / / WWW.] la b.Org/ JANA doi: 10.1088/1742-6596/119/4/042018
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Memory Prices
© trend: +2.5 every 2 years
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Memory and Storage Prices (1955-2010)
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/O Scaling

. i Intel core 2 d
Mult'/p/e processes | Event I/O rate for multiple threads and processes nte@tgozrg3 frs
Oct. 16, 2008 DL VO limited 3GB RAM 2cores total
Simultaneously reading ’:N\ 2 LI I B | | LI I | I LI I | [ LI I B | I LI B I | I LI I I | I LI B B | | L I:
" X 4 g S N ® ® S S =
and writing to the same = s : A
local disk will cause the g i [==—— . ......................................... .............................................. ................ —
dISk head to thrash, E. T A .............................................. ................ —]
u/t'imate/y /eading to an E PP U S S S — ‘ .......................................... L .............. =
w :

/0 bottleneck

-

=
()

-
o

Multiple threads will

stream events from a

single file leading to

muchlesscompeﬁﬁon _llllillllillllillllillllillllillllillll_
oy 5 1 1.5 2 2.5 3 3.5 4 4.5

fOI‘ the head posmon Number of threads/processes

o
P

................. A Multiple processes

................. ] @ Multiple threads .2

o
)

(= =]



Configuration Parameters

r@ ,O (S N xterm

iMac:“>mctrk_ana -Pprint -PTRK:MAX_SEED_DITS=4,5
Opened ROOT file "mctrk_ana,root”
Launching threads ...

--- Configuration Parameters --

print = all

TRK:+MA¥_CIRCLE_DIST

TRK :MAX_DEBUG_BUFFERS

TRK+MA¥X_PHI_Z_DIST

s TRK+MA¥X_SEED_DIST
TRK:HAX_SEED_DITS

2
0
10
5

4,5 <— NO DEFALLT! (TYPO?)

TRK:MAX_SEED_HITS 10
TRK:TARGET _Z_MAX 80
50




