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Abstract

Recent attempts to detect the pion polarizability via analysis of
γγ → ππ measurements are examined. The connection between calcu-
lations based on dispersion relations and on chiral perturbation theory
is established by matching the low energy chiral amplitude with that
given by a full dispersive treatment. Using the values for the polariz-
ability required by chiral symmetry, predicted and experimental cross
sections are shown to be in agreement.
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1 Introduction

The reactions γγ → π0π0 and γγ → π+π− represent currently interest-
ing theoretical and experimental laboratories for chiral perturbation theory
(χPT)[1] and for dispersion relations[2]. For charged pion production the
χPT prediction is in good agreement with the data, as shown in Figure
1[3, 4]. However, in the case of neutral pion production, the one loop chi-
ral perturbation theory calculation [4, 5] disagrees even near threshold, with
both a dispersive treatment and the data, as can be seen in Figure 2[6]. 1

This situation at first appears surprising, as a dispersive calculation should
obey the chiral strictures at low energy, while a chiral calculation should obey
the unitarity properties to the order in energy that one is working. Of course,
the chiral result is known to be expansion in the energy, and it is always pos-
sible for higher orders to modify the first order result[8]. However, in most
other calculations the modifications are not very large near threshold. One of
the purposes of this paper is to resolve the theoretical issue of the connection
between the chiral and dispersive methods, and to understand the origin of
large corrections to the γγ → π0π0 amplitude near threshold. We do this
in Section II by matching the two descriptions, and providing an analytic
solution to the dispersion relation which is consistent with the low energy
chiral properties. This exercise indicates that the two descriptions are in fact
completely consistent in their respective limits, and suggests that rescatter-
ing effects required by unitarity are the dominant source of corrections to the
lowest order chiral prediction.

In addition, the two photon reactions have been utilized phenomenolog-
ically in order to extract the pion electromagnetic polarizability[9]. For this
purpose, one needs as accurate a description of the amplitude as possible,
and we use our results from Section II to construct an improved picture of the
transition amplitude in Section III. The connection with the polarizability
and a review of the present experimental status is given in Section IV, and
our results are summarized in a concluding Section V.

1The dispersive prediction shown therein is that which we describe later in this pa-
per, but it is similar to the pioneering dispersive calculation performed by Morgan and
Pennington[7].
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2 Matching the chiral and dispersive descrip-

tions

In this section our main interest is to understand how a dispersive treatment
matches on to the calculation of chiral perturbation theory and to learn why
there exist large corrections to the chiral results even near threshold. In a
recent paper, Pennington has run a series of numerical exercises which suggest
that the necessary modifications come from multiloop effects, which are of
higher order in the chiral expansion[10]. Our analytic study, discussed below,
confirms this conclusion. In fact the results turn out to be quite simple, and
we will be able to neatly identify the source of the corrections.

We begin by setting up a bit of formalism. We shall assume, consistent
with the chiral expansion, that when we are in the near-threshold region
the only relevant higher order effects are in the helicity conserving S-channel
amplitude, which we write as

γγ → π+π− : fC(s) =
1

3
[2f0(s) + f2(s)]

γγ → π0π0 : fN(s) =
2

3
[f0(s) − f2(s)] (1)

where I = 0, 2 refers to the isospin of the final ππ state. For neutral pion
production and working in the gauge wherein ǫ2 · k2 = ǫ2 · k1 = ǫ1 · k2 =
ǫ1 · k1 = 0 the transition amplitude is

γγ → π0π0 : Amp = 2ie2ǫ1 · ǫ2f
N(s) (2)

and the cross section is given by

dσN

dΩ
=

α2

4s
β(s)|fN(s)|2 (3)

where

β(s) =

√

s − 4m2
π

s
(4)

is the center of mass velocity of the produced pions. For convenience in
comparison with experimental results it is useful to present also the total
cross section for events having | cos θ| less than some fixed value Z

σ(| cos θ| < Z) =
πα2Z

s
β(s)|fN(s)|2. (5)
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In the charged pion case the Born and seagull contributions to this multipole
must also be included, so that the full amplitude becomes

γγ → π+π− : Amp = 2ie2

[

ǫ1 · ǫ2a(s) − ǫ1 · p+ǫ2 · p−
p+ · k1

− ǫ1 · p−ǫ2 · p+

p+ · k2

]

(6)

with cross section

dσ

dΩ
=

α2

2s
β(s)

[

|a(s)|2 − 2Rea(s)
β2(s) sin2 θ

1 − β2(s) cos2 θ
+ 2

β4(s) sin4 θ

(1 − β2(s) cos2 θ)2

]

(7)
Here

a(s) = 1 + fC(s) − fC
Born(s) (8)

where

fC
Born(s) =

1 − β2(s)

2β(s)
ln

(

1 + β(s)

1 − β(s)

)

= fBorn
0 (s) = fBorn

2 (s) (9)

is the Born approximation value for the helicity conserving S-wave multipole.
Again in order to compare with data we integrate Eq. 7 to yield

σ(| cos θ|) < Z) =
πα2β(s)

s

[

2Z

(

|a|2 + 2 − 2Rea +
(1 − β2(s))2

1 − β2(s)Z2

)

+
1 − β2(s)

β(s)
ln

(

1 + β(s)Z

1 − β(s)Z

)

(2Rea − 3 − β2(s))

]

(10)

In the threshold region the phase of fI(s) is required by unitarity to be equal
to the corresponding ππ phase shift δI(s). When s > 16m2

π, inelastic re-
actions involving four pions are allowed. However, the inelasticity is small,
being of order E8 in the chiral expansion and also suppressed by phase space
considerations. In practice, the inelasticity is negligible up to KK̄ thresh-
old, s ∼ 1GeV 2,and consequently we will neglect inelasticity throughout our
analysis.

The functions fI(s) are then analytic functions of s except for cuts along
the positive and negative real axis. For positive s, the right hand cut extends
from 4m2

π < s < ∞ and is due to the s channel ππ state. For negative s, the
left hand cut is due to t, u-channel intermediate states such as γπ → π → γπ
or γπ → ρ → γπ, and extends from −∞ < s < 0.
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The single channel final state unitarization problem has a simple solution
in terms of the Omnes function[11]

D−1
I (s) = exp

(

s

π

∫

∞

4m2
π

ds′

s′
δI(s

′)

s′ − s − iǫ

)

(11)

—the result must have the form

fI(s) = gI(s)D
−1
I (s) (12)

where gI(s) is an analytic function with no cuts along the position real
axis. Morgan and Pennington consider a function pI(s) which has the
same left hand singularity structure as fI(s), but which is real for s > 0.
They then write a twice subtracted dispersion relation for the difference
(fI(s) − pI(s))DI(s), with the result[7]

fI(s) = D−1
I (s)

[

pI(s)DI(s) + (cI + sdI) −
s2

π

∫

∞

4m2
π

ds′

s′2
pI(s

′)ImDI(s
′)

s′ − s − iǫ

]

(13)
where cI , dI are subtraction constants. The combination inside the square
brackets is real with any pI(s) which is real for s > 0. By Low’s theorem fI

must reduce to the Born term at low energies[12]

fI(s) = fBorn
I (s) + O(s) = pI(s) + cI + dIs + · · · (14)

so that we can set cI = 0 if we choose pI(s) = fBorn
I + O(s). The only

assumption made thus far has been the neglect of inelastic channels.
Analyticity and unitarity do not determine the remaining subtraction

constants d0, d2. However, by matching the dispersion relation with the low
energy chiral representation one can express d0, d2 in terms of known chiral
low energy constants. This methodology was developed in Ref. 13, and we
apply it here. At low energies we set

pI(s) = fBorn
I (s), ImDI(s) = −β(s)tCA

I (s) (15)

where tCA
I (s) are the lowest order (Weinberg) ππ scattering amplitudes[14]

tCA
0 (s) =

2s − m2
π

32πF 2
π

, tCA
2 (s) = −s − 2m2

π

32πF 2
π

(16)
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Since these are simple polynominals of the form tCA
I (s) = a+bs, the dipersive

integral can be done exactly2

− s2

π

∫

∞

4m2
π

ds′

s′2
1 − β2(s′)

2β(s′)
ln

(

1 + β(s′)

1 − β(s′)

)

β(s′)tCA
I (s′)

s′ − s − iǫ

=
1 − β2(s)

4π
ln2

(

β(s) + 1

β(s) − 1

)

tCA
I (s) +

1

π
tCA
I (s) +

s

12πm2
π

tCA
I (0) (17)

which yields a representation for the scattering amplitude[15]

fI(s) ≡ fBorn
I (s) + gI(s)

= D−1
I (s)

[

DI(s)
1 − β2(s)

2β(s)
ln

(

1 + β(s)

1 − β(s)

)

− 1

4π
(1 − β2(s))tCA

I (s)ln2

(

β(s) + 1

β(s) − 1

)

−1

π
tCA
I (s) + s(dI −

tCA
I (0)

12πm2
π

) + ∆I(s)

]

. (18)

Here ∆I(s) represents the remainder which accounts for the difference in the
true dispersion integral from the lowest order inputs given in Eq. 15. At low
energies ∆I(s) ∼ O(s2). Eq. 18 can be compared with the one loop O(E4)
chiral amplitude which has the form[4]

fChiral
I (s) =

1 − β2(s)

2β(s)
ln

(

1 + β(s)

1 − β(s)

)

− 1 − β2(s)

4π
tCA
I (s)ln2

(

β(s) + 1

β(s) − 1

)

− 1

π
tCA
I (s) +

2

F 2
π

(Lr
9 + Lr

10)s + · · · (19)

where Lr
9 + Lr

10 is a combination of known chiral low energy constants.
This combination is independent of the renormalization scale and has
magnitude[16]

Lr
9 + Lr

10 = (1.43 ± 0.27) × 10−3 (20)

determined from radiative pion decay. Thus chiral symmetry fixes unambigu-
ously the subtraction constants which appear in the dispersive analysis—

dI =
2

F 2
π

(Lr
9 + Lr

10) +
tCA
I (0)

12πm2
π

(21)

2Note that both left- and right-hand sides of this equation have identical imaginary
parts and behave as O(s2) for s ∼ 0.
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The two formalisms match very nicely at low energy yielding a parameter-free
descriptive of the low energy γγ → ππ process.

At this stage we can inquire into the origin of the large corrections found
in the γγ → π0π0 amplitude. Do they arise simply from the unitarization of
the amplitude (i.e. DI(s) 6= 1) or are new inputs needed in the amplitude (in
which case ∆I(s) would be most important)? We will argue that the rescat-
tering physics in D−1

I (s) is most important, and that the main corrections
are due to well-known ingredients. In the next section, we will attempt a full
phenomenological treatment but here let us explore the case with ∆I(s) = 0
and a simple analytic form for D−1

I (s). The condition ImDI(s) = −βtCA
I (s)

defines the [0,1] Padé approximation for the Omnes function[16], i.e.

D−1
I (s) =

1

1 − kIs + tCA
I (s)(h(s) − h(0))

with h(s) =
β(s)

π
ln

(

β(s) + 1

β(s) − 1

)

, h(0) =
2

π
(22)

and allows one an approximate but simple analytic representation for the
γγ → ππ amplitude, so we will use this form in the remainer of this section.
The constant k0

∼= 1
25m2

π
is chosen to match the small s behavior of the

experimental D−1
0 (s) function, and k2

∼= − 1
30m2

π
is chosen from a fit to I = 2

ππ scattering. For more details of both of these ingredients, see Section III.
The resulting form for the γγ → π0π0 amplitude is

fN(s) = − 1

48π2F 2
π

(

1 +
m2

π

s
ln2

(

β(s) + 1

β(s) − 1

))

×
[

(2s − m2
π)D−1

0 (s) + (s − 2m2
π)D−1

2 (s)
]

+
4

3F 2
π

(Lr
9 + Lr

10)s(D
−1
0 (s) − D−1

2 (s)) (23)

which, when the Padé forms of D−1
I (s) are used, provides a consistent an-

alytic solution to the dispersion relation while also displaying the correct
chiral properties to O(s). In Figure 3, we plot the resulting cross section, in
comparison with the data and the lowest order result. It can be seen that
the Omnes functions produce a substantial modification even near threshold.
Of these, the most important is D−1

0 (s) which reflects the strong attractive
ππ scattering in the I = 0, J = 0 channel[18]. The use of an empirical
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determination of D−1
0 (s) in the next section will further increase the ampli-

tude. While refinements can be added to the calculation of the amplitude,
we conclude that the major ingredient which modifies the threshold behavior
in γγ → π0π0 is the final state rescattering corrections.

That such corrections might be important is perhaps in retrospect not so
surprising. Chiral perturbation theory represents an expansion in energy with
a scale of order Λχ ∼ 4πFπ ∼ 1GeV [19]. For center of mass energies

√
s ≤

0.5GeV one would expect that χPT should give an accurate representation
of the scattering amplitude, and this is indeed the case for the γγ → π+π−

process. However, for γγ → π0π0 there exist no Born or O(E4) counterterm
contributions. The O(E4) amplitude arises entirely from one loop effects and
is consequently nearly an order of magnitude smaller than its charged pion
counterpart. It is this smallness which accounts for the importance of higher
order effects, and one should be alerted to the possible significance of such
corrections in other such processes such as KS → 2γ, KL → π0γγ, η0 → π0γγ
etc.

3 Further refinement

The analysis of the previous section was done in a particularly naive limit
in order to expose the essential physics in the clearest fashion. Although
this provides a good description of the threshold region, in phenomenological
studies one may be interested in a more complete calculation. We provide
this in the present section. In particular we add the following ingredients:

i) The Omnes function D−1
0 (s) has been determined from the experi-

mental phase shifts by Gasser et al.[13]. We use this in place of the Padé
approximation Eq. 22.

ii) The Born amplitude is not sufficient to fully describe the γγππ vertex
which receives further contributions from ρ, ω, A1 exchanges. We add these
to the formalism. The resulting amplitude is similar to that of Morgan and
Pennington[9] with the exception of the related ingredients of Lr

9 + Lr
10 and

A1 exchange. As we describe more fully below, the A1 contribution is in fact
more important at low energy than is the effect of the ρ and ω.

The Omnes function involves an integral over the ππ scattering phase
shifts. These are known experimentally up to above 1GeV , and at low s
the Omnes function is not very sensitive to the phase shifts beyond their
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known range. Gasser et al. have taken this data, added chiral constraints
at low energy where the data is somewhat poor and performed a numerical
evaluation of D−1

0 (s)[20]. The result is somewhat larger in both the real
and imaginary parts than the Padé approximation used in the last section.
The form of the I = 2 Omnes function is not as important because D−1

2 (s)
remains closer to unity. In this case we use the Padé form, given in Eq. 22.
The constant k2 is chosen so that the ππ scattering amplitude, defined by

t2(s) = tCA
2 (s)D−1

2 (s) (24)

matches the experimental phase shifts over the region 4m2
π ≤ s ≤ 1GeV 2. We

find that the constant k2 = − 1
30m2

π
provides a good fit throughout this region.

We note that Gasser and Meissner compare the I = 0 Padé approximation
with the full Omnes function and with a two loop chiral calculation and
find that the Padé form does not completely characterize the chiral logs
properly[21]. While it is important to keep in mind that the Padé procedure
is only an approximation, the numerical differences are not large if the free
parameter is chosen properly. We expect that in the I = 2 channel the Padé
form should be numerically a good approximation. Use of these result in
the dispersive formula of Eq. 13, with pI(s) = fBorn

I (s), yields the curve in
Figure 4.

The γπ → γπ Compton amplitude receives important modification at
low energy from ρ and A1 exchange, as shown in Figure 5. These have been
analysed in detail in Ref. 22. In particular, the Compton amplitude including
these poles in a vector dominance model is given by

1

4πα
Tµν(p1, q1, q2) = 2gµν

−Tµ(p1, p1 + q1)Tν(p2 + q2, p2)

(p1 + q1)2 − m2
π

− Tν(p1, p1 − q2)Tµ(p2 − q1, p2)

(p1 − q2)2 − m2
π

+
F 2

V

F 2
π

(

gµν

(

q2
2

m2
V − q2

2

+
q2
1

m2
V − q2

1

)

− q1µq1ν

1

m2
V − q2

1

− q2µq2ν

1

m2
V − q2

2

)

−F 2
A

F 2
π

(gµνq1 · q2 − q1νq2µ)







1 − p1·(p1+q1)
m2

A

m2
A − (p1 + q1)2

+
1 − p1·(p1−q2)

m2
A

m2
A − (p1 − q2)2







with

Tµ(p1, p2) = (p1 + p2)µ
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+
F 2

V

2F 2
π (m2

V − q2)

[

(p1 + p2)µq
2 − (p1 − p2)µ(p

2
1 − p2

2)
]

(25)

This is to be compared with the chiral form of the amplitude

1

4πα
Tµν(p1, q1, q2) = 2gµν

−Tµ(p1, P1 + q1)Tν(p2 + q2, p2)

(p1 + q1)2 − m2
π

− Tν(p1, p1 − q2)Tµ(p2 − q1, p2)

(p1 − q2)2 − m2
π

+
4

F 2
π

Lr
9((q

2
1 + q2

2)gµν − q1µq1ν − q2µq2ν) −
8

F 2
π

(Lr
9 + Lr

10)(q1 · q2gµν − q2νq1ν)

with Tµ(p1, p2) = (p1 + p2)µ(1 +
2Lr

9

F 2
π

q2) − (p1 − p2)µ

2Lr
9

F 2
π

(p2
1 − p2

2) (26)

We see from this that this parameter Lr
9 is due to ρ exchange, L10 involves

ρ + A1 while the combination Lr
9 + Lr

10 is purelyA1 exchange if the KSFR
relation, mA =

√
2mρ, is used[23]. These features are by now well known.

Thus the lowest order form of these has already been included in the previous
analysis through the constant Lr

9 + Lr
10. However, as the energy is increased

the momentum dependence in the propagator becomes more important and
should be explicitely included. There are also the effect of ρ and ω exchanges
from Figure 6. The ρπγ and ωπγ couplings are of the form

A(V → πγ) =
1

2

√

RV ǫµναβVµνǫαpπβ (27)

Because of the powers of momentum in the vertex, the effect of these diagrams
are suppressed at low energy, being of order E6 in the chiral expansion. It is
interesting that A1 exchange is more important than ρ and ω at low energies,
and this point has been overlooked in Ref. 9. Thus the S-wave projections
to be used in the dispersive integral should be[24]

pI(s) = fBorn
I (s) + pAI(s) + pρI(s) + pωI(s)

pA0 = pA2 =
(Lr

9 + Lr
10)

F 2
π

(

m2
A − m2

π

β(s)
ln

(

1 + β(s) + sA

s

1 − β(s) + sA

s

)

+ s

)

pρ0 = −3Rρ

2

(

m2
ρ

β(s)
ln

(

1 + β(s) + sρ

s

1 − β(s) + sρ

s

)

− s

)

pρ2 = 0

pω0 = −1

2
pω2 = −Rω

2

(

m2
ω

β(s)
ln

(

1 + β(s) + sω

s

1 − β(s) + sω

s

)

− s

)

(28)
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where si = 2(m2
i − m2

π) and Rω = 1.35GeV −2, Rρ = 0.12GeV −2 are deter-
mined from the condition

RV =
6m3

V

α

Γ(V → πγ)

(m2
V − m2

π)3
. (29)

The connection with our previous formalism may be found by taking the
limit s → 0, whereby we find

lim
s→0

pA0(s) = lim
s→0

pA2(s) =
2(Lr

9 + Lr
10)

F 2
π

s

lim
s→0

pρ0(s) = O(s2)

lim
s→0

pω0(s) = −1

2
lim
s→0

pω2(s) = O(s2) (30)

We observe that the contributions from ω, ρ exchange is O(s2) and is out-
side the original chiral expansion, as claimed, while that from A1 exchange
accounts for the O(s) chiral contribution from L9 + L10. Thus since this
piece is automatically included in the A1 exchange term, we must modify the
associated subtraction constants to become

dI =
tCA
I (0)

12πm2
π

(31)

The contribution of the vector meson exchange terms can then be included
by defining the general Compton scattering amplitude as[24]

1

16πα
Tµν(p1, q1, q2) ≡ A(q2µq1ν − q1 · q2gµν)

+ B

(

p1 · q1p1 · q2

q1 · q2
gµν + p1µp1ν −

p1 · q1

q1 · q2
q2µp1ν −

p1 · q2

q1 · q2
q1νp1µ

)

(32)

The neutral pion production cross section then can be written as

γγ → π0π0 : σ(| cos θ| < Z) =
πα2

s2

∫ tb

ta

dt

(

|A0s − m2
πB

0|2 +
|B0|2
s2

(m4
π − tu)

)

(33)
where

t b
a

= m2
π − 1

2
s ± sZ

2
β(s) (34)
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and

sA0 = −2

3
(f0(s) − f2(s)) +

2

3
(p0(s) − p2(s)) −

s

2

∑

V =ρ,ω

RV

(

m2
π + t

t − m2
V

+
m2

π + u

u − m2
V

)

B0 = −s

2

∑

V =ρ,ω

RV

(

1

t − m2
V

+
1

u − m2
V

)

(35)

while for charged pion production

γγ → π+π− : σ(| cos θ| < Z) =
2πα2

s2

∫ tb

ta

dt

(

|A+s − m2
πB+|2 +

|B+|2
s2

(m4
π − tu)

)

(36)
with

sA+ = −1

3
(2f0(s) + f2(s)) +

1

3
(2p0(s) + p2(s))

−s

2
Rρ

(

m2
π + t

t − m2
ρ

+
m2

π + u

u − m2
ρ

)

+m2
As

Lr
9 + Lr

10

F 2
π







1 − m2
π+t

2m2
A

t − m2
A

+
1 − m2

π+u

2m2
A

u − m2
A







B+ = −
(

1

t − m2
π

+
1

u − m2
π

)

− sRρ

2

(

1

t − m2
ρ

+
1

u − m2
ρ

)

(37)

Note that here the functions fI employ the modified subtraction constant Eq.
28 and that the dispersion integrals utilize the full function pI(s) defined in
Eq. 26. The integration over t is performed analytically while the dispersive
integration is done numerically. This then is our final form and yields results
for neutral and charged pion production as shown in Figures 2 and 7. Note
that in the low energy region both cross sections are in good agreement with
the experimental data. We should not expect consistency in the higher energy
sector—

√
s ≥ 700MeV —as important resonant effects associated with the

f0(975), f2(1270) have not been included[25].

4 Pion Polarizability

The electromagnetic polarizability is a fundamental property of an elemen-
tary particle which measures its deformation in the presence of an external
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electric/magnetic field[26]. In the case of an atomic system this property can
be probed by detection of the effects induced by the interaction of an electro-
magnetic signal with a ”box” filled with such atoms. An example is provided
by the recent measurements of the proton polarizability as a byproduct of low
energy Compton scattering measurements on a hydrogen target. In the case
of the pion, of course, an appropriate target is not available. Nevertheless,
it is possible to probe the pion polarizability by measureing the Compton
scattering amplitude, just as in the nucleonic analog, by exploiting either
the process of radiative pion-nucleon scattering πN → πNγ (Figure 8a),
pion photoproduction in photon-nucleon scattering γN → γNπ (Figure 8b)
or direct γγ → ππ measurements (Figure 8c). None of these experiments
is straightforward. However, in the case of the charged pion each has been
used to measure the polarizability, yielding somewhat discrepant results

a) ᾱπ+

E = (6.8 ± 1.4 ± 1.2) × 10−4fm3[27]

b) ᾱπ+

E = (20 ± 12) × 10−4fm3[28]

c) ᾱπ+

E = (2.2 ± 1.6) × 10−4fm3[29] (38)

For neutral pions, only the γγ → ππ reaction has been employed, and sepa-
rate analysis using very different assumptions have yielded the results

d) |ᾱπ+

E | = (0.69 ± 0.07 ± 0.04) × 10−4fm3[29]

e) |ᾱπ+

E | = (0.8 ± 2.0) × 10−4fm3[30] (39)

Such measurements are of particular interest in that, as we shall show, for
both charged and neutral pions chiral symmetry makes what should be a
very reliable prediction for the size of the polarizability[31]

ᾱπ+

E = 2.7 × 10−4fm3

ᾱπ0

E = −0.5 × 10−4fm3 (40)

and thus the possible discrepences indicated by the data are potentially very
significant.

In this section we examine the γγ → ππ process as a probe of the polar-
izability. In particular we have seen that dispersion relations coupled with
chiral perturbation theory can be used in order to obtain a very accurate
description of the γγ → ππ cross section in the region

√
s < 1GeV and this
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analysis can be modified in order to provide an experimental measure of the
polarizability. The connection of the Compton amplitude with the polar-
izability may be found by noting that for a particle with electric/magnetic
polarizability αE/βM the associated energy is

U = −1

2
4πᾱEE2 − 1

2
4πβ̄MH2 (41)

Since, using our choice of gauge E ∼ −iωǫ̂, B = ik × ǫ̂ we can identify the
polarizability in terms of the low-energy (cross channel) Compton scattering
amplitude via

Amp = ǫ̂1 · ǫ̂2

(

− α

mπ

+ 4πᾱE

)

+ ǫ̂1 × k1 · ǫ̂2 × k24πβ̄M + · · · . (42)

We find then[32] 3

ᾱπ+

E = − lim
t→m2

π,s→0

2α

mπ

(

A+(s, t) +
t − 3m2

π

s
B̃+(s, t)

)

= 2.68 × 10−4fm3

β̄π+

M = lim
t→m2

π,s→0

2α

mπ

(

A+(s, t) +
t − m2

π

s
B̃+(s, t)

)

= −2.61 × 10−4fm3

ᾱπ0

E = − lim
t→m2

π,s→0

2α

mπ

(

A0(s, t) +
t − 3m2

π

s
B0(s, t)

)

= −0.50 × 10−4fm3

β̄π0

M = lim
t→m2

π,s→0

2α

mπ

(

A0(s, t) +
t − m2

π

s
B0(s, t)

)

= 1.26 × 10−4fm3 (45)

3Note that these forms do not obey the conventional stricture ᾱπ
E = −β̄π

M which obtains
in the chiral limit.[33] However, this condition is satisfied if we take mπ → 0 as can be
seen from the relations[32]

ᾱπ+

E + β̄π+

M = 4αmπ

Rρ

m2
ρ − m2

π

≈ 0.064{0.39± 0.04} × 10−4fm3

ᾱπ0

E + β̄π0

M = 4αmπ

∑

V

RV

m2

V − m2
π

≈ 0.76{1.04± 0.07} × 10−4fm3. (43)

Thus the violations of this condition arise from the vector meson exchange contributions,
which are O(E6) in the chiral expansion[1]. It is also interesting to see that both of Eqns.
43 are positive in agreement with the dispersion relation requirement

ᾱE + β̄M =
1

2π2

∫

∞

0

dωσtot(ω)

ω2
, (44)

experimental evaluation of which gives the bracketed values indicated in Eq. 43.[9]
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where we have defined

B̃+(s, t) ≡ B+(s, t) − B+
Born(s, t). (46)

In terms of these definitions the γγ → ππ amplitudes can be parameterized
as

fπ+(s) =
1 − β2(s)

2β(s)
ln

(

1 + β(s)

1 − β(s)

)

+
mπ

4α
(ᾱπ+

E − β̄π+

M )s + O(s2)

fπ0(s) =
mπ

4α
(ᾱπ0

E − β̄π0

M )s + O(s2) (47)

where the explicit form of the O(s2) terms can be read off from Eq. 13. (Note
that in this case, unlike that of Compton scattering, the photons are colinear
in the center of mass so that electric and magnetic polarizability terms cannot
be separaated and always appear in the combination ᾱE− β̄M .) Then instead
of using the chiral symmetry requirements as input we can modify the linear
component of the Compton amplitude in order to gauge the sensitivity of
the γγ → ππ as a probe of pion polarizability. Results of such variation are
shown in Figures 9 and 10 for charged and neutral production respectively.

In the former case, it is clear that the experimental cross section is in good
agreement with the chiral symmetry prediction ᾱE = 2.7×10−4fm3. However,
even 100% changes in this value are also consistent with the low energy
data, as is clear from Figure 9. We conclude that although γγ → π+π−

measurements certainly have the potential to provide a precise value for the
pion polarizability, the statistical uncertainty of the present values does not
allow a particularly precise evaluation. In this regard our conclusions are in
agreement with those derived from the one loop chiral amplitude, although
the uncertainty in ᾱπ+

E quoted by Babusci et al. in Ref. 9 seems somewhat
smaller than that indicated in our analysis. Both results, however, appear to
be inconsistent with the value (6.8± 1.4± 1.2)× 10−4fm3 quoted in Ref. 27.

In the case of neutral pion production our predicted cross section is also
in good agreement with the low energy data and therefore also with the chiral
prediction for ᾱπ0

E . However, as shown in Figure 10 there is very little sensi-
tivity to the polarizability and even much improved measurements will not
change this situation. In this regard our conclusions are in strong disagree-
ment with those of Babusci et al.[9] wherein the one loop chiral analysis was
used in order to produce a rather precise value for the neutral polarizability—
|ᾱπ0

E | = 0.69±0.07±0.04×10−4fm3. This is because, as shown above, higher
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loop corrections to the one-loop chiral prediction as given by the dispersive
analysis make essential corrections to the lowest order result and bring agree-
ment with the low energy data without any need to modify any of the input
parameters.

5 Conclusions

Above we have shown how analyticity can be combined with the strictures of
chiral symmetry in order to allow a no-free-parameter description of the low
energy (E < 0.5GeV ) γγ → ππ process. Specifically, building on the work
of Morgan and Pennington, a doubly subtracted dispersion relation for the
helicity-conserving S-wave amplitude, with the subtraction constants deter-
mined in terms of known chiral counterterms, augmented by the Born values
for other multipoles has been shown to be in good agreement with experimen-
tal data for both the charged—γγ → π+π−—and neutral— γγ → π0π0—
channels. We have also shown how these results can be used in order to
experimentally determine values for the pion polarizability ᾱπ

E . In the case
of the charged pion process, wherein the overall shape of the cross section
is dominated by the Born contribution, the one loop chiral correction which
determines the polarizability is the leading correction term and additional
(multi-loop) effects required by analyticity are found to be small. The value
of the charged pion polarizability ᾱπ+

E determined thereby is is good agree-
ment with both the chiral symmetry prediction as well with that determined
in an earlier one-loop chiral analysis of the same data. This value disagrees at
the three sigma level with that found via radiative pion scattering and calls
strongly for a remeasurement of the latter process, as currently proposed
at Fermilab. In the case of the neutral pion reaction, there exists no Born
term and the requirements of analyticity as embodied in the dispersion anal-
ysis are found to make a substantial modification to the the one-loop chiral
prediction, which involves considerable cancellation between I = 0, 2 produc-
tion amplitudes— the full dispersive calculation is considerably larger in the
threshold region than is its one-loop analog. This feature is the origin of the
recent claim that the value of the neutral pion polarizability extracted from
a one-loop analysis of this data must be about 40% larger than the chiral re-
quirement. We have shown that this conclusion is incorrect—a full dispersive
calculation including the strictures of chiral symmetry is in good agreement
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with the measured neutral pion cross-section. Indeed, we conclude from our
work that there exists no evidence in either γγ → π+π− or γγ → π0π0 for
violation of the chiral symmetry predictions for the pion polarizability.
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Figure Captions

Figure 1 - The data points shown are the γγ → π+π− cross section (with
| cos θ| < Z ≡ 0.6) measured by the MARK-II collaboration (Ref. 3). The
dashed curve is the Born approximation prediction, while the solid line is
that from one-loop chiral perturbation theory.

Figure 2 - The data points shown are the γγ → π0π0 cross section (with
| cos θ| < Z ≡ 0.8) measured by the Crystal Ball collaboration (Ref. 4). The
dashed curve is the prediction of one-loop chiral perturbation theory, while
the solid curve is a full no-free-parameter dispersive calculation, as described
in the text.

Figure 3 - Shown is the γγ → π0π0 cross section predicted by one-loop
chiral perturbation theory (dashed line) and by the simple analytic Padé so-
lution to the dispersion relations (solid line).

Figure 4 - Shown is the γγ → π0π0 cross section predicted by one-loop
chiral perturbation theory (dashed line) and by a dispersive treatment us-
ing an Omnes function generated from experimental ππ phase shifts in the
S-wave I=0 channel (solid line).

Figure 5 - Shown are ρ and A1 exchange diagrams which affect the Comp-
ton scattering amplitude at O(p4).

Figure 6 - Shown are ρ and ω exchange diagrams which affect the Comp-
ton scattering amplitude at O(p6).

Figure 7 - Shown is the γγ → π+π− cross section predicted by the Born
approximation (dashed line), by one-loop chiral perturbation theory (dot-
dashed line) and by a full dispersive treatment as described in the text (solid
line).

Figure 8 - Indicated are the various ways of obtaining experimental val-
ues for the pion polarizability—a) radiative pion-nucleon scattering; b) pion

20



photoproduction in photon-nucleon scattering; and c) direct γγ → ππ mea-
surements.

Figure 9 - Shown is the γγ → π+π− cross section predicted by the
full dispersive calculation and with ᾱπ+

E = 2.8 × 10−4fm3 (solid line), with

ᾱπ+

E = 4.2× 10−4fm3 (upper dotted line), and with ¯alpha
π+

E = 1.4× 10−4fm3

(lower dotted line).

Figure 10 - Shown is the γγ → π0π0 cross section predicted by the full
dispersive calculation and with ᾱπ0

E = −0.5×10−4fm3 (solid line), with ᾱπ0

E =
−1.3 × 10−4fm3 (upper dotted line), and with ᾱπ0

E = +0.3 × 10−4fm3 (lower
dotted line).
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