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Abstract

Electromagnetic polarizabilities describe the response of a system

to the application of an external quasi-static electric or magnetic field.

In this article experimental and theoretical work addressing the po-

larizabilities of the light hadrons is examined.
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1 Introduction

The concept of polarizability is well known from classical electrodynamics,
where the electric and magnetic polarizabilities αE , βM are simply the coef-
ficients of proportionality between applied quasi-static electric/magnetizing
fields and the resultant induced electric/magnetic dipole moments [1]. As
discussed below, this concept is also applicable to hadronic systems, where
the applied fields are provided by electromagnetic radiation and the measure-
ments are performed via Compton scattering [2, 3, 4, 5, 6, 7, 8, 9, 10]. In this
regard, polarizabilities provide the leading-order correction to the well-known
Thomson scattering amplitude and a series of experiments have measured
αE, βM for various hadronic systems such as the proton [11, 12, 13, 14, 15],
the neutron [16, 17, 18, 19], and even the charged pion [20, 21, 22, 23, 24, 25].
Such quantities provide valuable information concerning hadronic structure
and are fundamental properties [4, 5] which are now included by the particle
data group in their listings [26]. At the same time, they are also discussed
in the context of precision determinations of other physical observables such
as the Lamb shift in muonic hydrogen [27, 28] and the hadronic light-by-
light contribution to the muon anomalous magnetic moment [29]. At higher
order there exist additional spin-dependent and spin-independent polarizabil-
ities which provide new structure probes and are just now beginning to be
measured experimentally [30, 31, 32, 33]. Information about the distribution
of polarizability structure within the proton has been provided by virtual
Compton scattering measurements [34, 35, 36, 37, 38, 39]. On the theo-
retical side there exists a great deal of work in the literature involving the
analysis of Compton scattering, both real and virtual, in terms of polariz-
abilities, using hadronic models as well as with more rigorous methods such
as the use of dispersion theory [40, 41] and/or effective field theory (chiral
perturbation theory) [42, 43].

The purpose of this article is to provide an overview of the existing body
of theoretical and experimental probes of electromagnetic polarizabilities as
well as to provide a blueprint for possible future work. In Sec. 2, we introduce
the basic concept of electric and magnetic (scalar, i.e., spin-independent) po-
larizabilities and examine their experimental determination as well as various
theoretical approaches to these quantities. In Sec. 3, we examine the corre-
sponding spin-dependent (vector) polarizabilities which arise at one higher
order in the Compton amplitude, discussing the theoretical predictions for
such quantities as well as ongoing experimental programs which seek to mea-
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sure them. In Sec. 4, we look at even higher-order polarizabilities and com-
pare theoretical predictions to results obtained from dispersive approaches to
Compton scattering. In Sec. 5, we discuss how virtual Compton scattering
has been used in order to determine polarizability distributions within the
proton. Finally, in a concluding Section 6, we present a brief summary of
what has been learned as well as a glimpse into possible future work in this
area.

2 Scalar Polarizabilities

2.1 Macroscopic Systems

In classical physics when elementary systems having structure are probed via
application of an external electric field, various responses are conceivable. In
the simplest case, the applied field leads to a charge separation and thereby
to an induced electric dipole moment, with positive (negative) charges mov-
ing in the direction (opposite to the direction) of the field [1]. In the case
of orientation polarization, preexisting but initially randomly oriented per-
manent dipole moments are lined up by the applied field. In anisotropic
materials, even though the polarization still depends linearly on the field, its
direction is not necessarily parallel to the applied field but is determined in
terms of a polarizability tensor of second rank [44]. Finally, in ferroelectric
materials the polarization is a nonlinear function of the electric field showing,
in addition, a hysteresis effect.

In the first of the above cases, the electric polarizability αE of a system is
simply the constant of proportionality between the applied static and uniform
field E and the induced electric dipole moment p,

p = 4παEE, (1)

corresponding to a potential energy

UE = −1

2
4παEE

2, i.e., p = −∂UE

∂E
. (2)

The factor of 4π is related with the (standard) use of Gaussian units for the
polarizabilities but natural units in field-theoretical calculations. Clearly the
electric polarizability is expected to be a positive quantity and its magnitude
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provides a measure of the “stiffness” or resistance to deformation of the
system.

Similarly, when a static and uniform magnetizing fieldH is applied to such
an elementary system there are two competing mechanisms at work. On the
one hand, if the fundamental constituents of the system themselves possess
intrinsic magnetic dipole moments, they tend to align in the direction of the
applied field, producing a positive (paramagnetic) effect. On the other hand,
by Lenz’ law an applied field induces currents which produce an induced
magnetic moment opposite to this field, yielding a negative (diamagnetic)
effect. Using the definition

m = 4πβMH, (3)

corresponding to a potential energy

UH = −1

2
4πβMH2, i.e., m = −∂UH

∂H
, (4)

the magnetic polarizability can be either positive of negative depending on
which mechanism is dominant.

An equivalent means of expressing these results is in terms of the en-
ergy density of a dilute macroscopic collection of such polarizable particles
randomly distributed within a volume V . If N(x) is the number density
of these particles then the energy density of the (dilute) system including
polarizability effects is given by

u(x) =
1

2
E2

0(x)(1− 4πN(x)αE) +
1

2
H2

0(x)(1− 4πN(x)βM), (5)

where E0 and H0 denote given external electric and magnetic fields applied
to the medium. For the moment we assume a constant and uniform number
density N . Comparing with the definition of the dielectric constant ǫ and
magnetic susceptibility µ,

u =
1

2
ǫE2 +

1

2
µH2, (6)

where
E = (1− 4πNαE)E0 and H = (1− 4πNβM)H0 (7)

are the net fields in the presence of the induced dipoles, we see that at the
classical level we identify at leading order in the number density

ǫ = 1 + 4πNαE and µ = 1 + 4πNβM . (8)
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Thus Eq. (8) provides a way to determine the polarizabilities via measure-
ment of ǫ, µ or of the index of refraction, which is given by

n =
√
ǫµ ≃ 1 + 2πN(αE + βM). (9)

Since NαE , NβM must be dimensionless, we see that the electric and mag-
netic polarizabilities αE, βM have units of volume.

A simple example of this phenomenon is provided by the hydrogen atom.
In a classical picture, if we represent the atom as an electron bound to a
proton via a harmonic oscillator potential with frequency ω0, application of
an electric field E generates a charge separation

δ = re − rp = − eE

mrω
2
0

, (10)

where e is the proton charge and mr = mpme/(mp+me) is the reduced mass.
The resultant electric dipole moment is

p = −e δ =
e2E

mrω
2
0

(11)

which, using

UE = −1

2
p · E (12)

for the potential energy of an induced dipole moment in an external field,
corresponds to an electric polarizability

αE =
αem

mrω2
0

, (13)

where αem = e2/4π ≈ 1/137 is the fine-structure constant. Utilizing a value
for ω0 corresponding to the rotational frequency of the hydrogen ground
state—ω0 = α2

emmr/2—we have then

αH
E =

4

α3
emm

3
r

=
3

π
VH , (14)

where VH = 4πa30/3, with a0 = 1/(mrαem) being the Bohr radius, is the
volume of the hydrogen atom. In a fully quantum mechanical calculation, the
hydrogen atom polarizability can be exactly calculated. Using the interaction
potential

Vint = −(−e r) · E = e r · E, (15)
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we have in second-order perturbation theory

∆E
(2)
0 = −e2

∑

n 6=0

〈0|r · E|n〉〈n|r · E|0〉
En − E0

. (16)

Equating ∆E
(2)
0 = UE = −2παH

EE
2, choosing E along the z-axis, and per-

forming the intermediate state summation, we find [45]

αH
E = 2αem

∑

n 6=0

〈0|z|n〉〈n|z|0〉
En − E0

=
9

2a30
=

27

8π
VH , (17)

so that again we determine that αH
E ∼ VH .

The magnetic polarizability of the hydrogen atom is much smaller than
its electric counterpart. Classically βH

M can be estimated via turning on a
uniform magnetizing field H = H(t) êz in the vicinity of the atom. If the
center of the atom is at the origin and one considers a closed circle of radius
ρ in the (x, y) plane concentric with the origin, the changing magnetic field
leads via Faraday’s law to a circulating electric field E = E(ρ, t) êφ [46],

2πρE(ρ, t) = − d

dt

[

πρ2H(t)
]

yielding E = −ρ
2

dH

dt
. (18)

The resulting torque on an electron generates an angular momentum change

dL

dt
= ρ êρ × (−eE êφ) = e

ρ2

2

dH

dt
êz. (19)

Integrating with respect to time from zero field, results in an extra angular
momentum

∆L = e
ρ2

2
H êz, (20)

producing an additional orbital magnetic moment

∆µ = − e

2mr
∆L = −e

2〈r2〉
6mr

H êz, (21)

where we have used spherical symmetry to write 〈x2+y2〉 = 2
3
〈r2〉. According

to Lenz’ law, the added moment is indeed opposite to the magnetic field.
Using UM = −∆µ ·H/2, we find then a negative magnetic polarizability

βH
M = −αema

2
0

6mr
= − 1

6αemm3
r

= − 1

24
α2
emα

H
E ∼ 10−6 VH , (22)
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Figure 1: Compton scattering kinematics

with αH
E of Eq. (14). The analogous result can be obtained quantum me-

chanically by considering a static and uniform external magnetizing field in
the positive z direction, H = H êz, giving rise to a perturbation

Vint =
e

2mr

lzH +
e2

8mr

(x2 + y2)H2 = H1 +H2, (23)

where lz is the z component of the relative orbital angular momentum oper-
ator. Applying second-order perturbation theory results in

∆E
(2)
0 = 〈0|H2|0〉 −

∑

n 6=0

|〈n|H1|0〉|2
En − E0

=
2

3
〈r2〉e

2H2

8mr
, (24)

since lz|0〉 = 0. Equating ∆E
(2)
0 = UM = −2πβH

MH2 and comparing with
Eq. (22), we find exactly the same result for βH

M as found in the classical
physics derivation.

2.2 Hadron Polarizabilities

Next we move to consider the polarizabilities of strongly interacting particles,
namely, hadrons. We begin with a simple charged spinless particle such as,
e.g., a π+. Because the particle is charged, the use of macroscopic samples
and a constant external electric field is not feasible. Instead one uses the fields
generated in a Compton scattering process, γ(qi) + π+(pi) → γ(qf ) + π+(pf )
(see Fig. 1). In this case when the wavelength of the photon is much larger
than that of the target, any structure of the particle cannot be resolved and
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Table 1: Thomson cross section σT for the electron, charged pion, and proton

Particle σT

Electron 0.665 barn

Pion 8.84 µbarn

Proton 197 nbarn

it is characterized only by its charge e and massM . The Hamiltonian is then
the simple Schrödinger form relevant for a charged particle in the presence
of an external electromagnetic four-vector potential Aµ = (φ,A) [1]

H0 =
(p− eA)2

2M
+ eφ. (25)

Using the Lorenz condition ∂µA
µ = 0 and the Coulomb gauge φ = A0 = 0,

the corresponding transition amplitude has the Thomson form

TCompton
0 = − e2

M
ǫ̂∗f · ǫ̂i, (26)

leading to the well-known (laboratory frame) Thomson cross section [46, 47]

dσCompton

dΩ
=

α2
em

2M2

ω2
f

ω2
i

(1 + cos2 θ). (27)

The total Thomson cross section, obtained by taking the limit ωi → 0 and
integrating over the entire solid angle, reproduces the classical Thomson scat-
tering cross section denoted by σT ,

σT =
8π

3

α2
em

M2
. (28)

Numerical values of σT for the electron, charged pion, and the proton are
shown in Table 1.

As the wavelength becomes smaller and comparable to the size of the
target, the particle begins to be resolved and the simple Schrödinger Hamil-
tonian H0 is augmented by a form which includes polarizability corrections
[2],

H = H0 −
1

2
4παEE

2 − 1

2
4πβMH2 + . . . . (29)
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The Compton amplitude becomes then

TCompton = ǫ̂∗f · ǫ̂i
(

− e2

M
+ 4παEωfωi

)

+ 4πβM ǫ̂∗f × qf · ǫ̂i × qi + . . . , (30)

while the cross section is

dσCompton

dΩ
=

1

M2

ω2
f

ω2
i

{

α2
em

2
(1 + cos2 θ)− αemMωfωi

[

1

2
(αE + βM)(1 + cos θ)2

+
1

2
(αE − βM)(1− cos θ)2

]

+ . . .

}

, (31)

so that αE , βM can be determined by a careful measurement of the angular
distribution in Compton scattering.

2.3 Proton Polarizabilities

In the case of the proton, there exists an additional contribution due to the
feature that the proton possesses a magnetic moment (mm). Thus a piece

Hmm = −µp ·H (32)

must be appended to the interaction Hamiltonian. The magnetic moment is
given by

µp = gp µNS, (33)

where gp = 5.59 is the proton gyromagnetic ratio, µN = e/(2mp) the nuclear
magneton, and S the spin operator. The corresponding relativistic cross
section in the absence of the polarizability terms is the Powell cross section
[48] and an experimental search for polarizabilities seeks deviations from this
form. An important consideration here is the photon energy. The size of
such polarizability terms compared to the leading Thomson amplitude is

∼ 2αp
E

mpω
2

αem
≈ 33

ω2

m2
p

, (34)

where we made use of the empirical value αp
E = 11.2× 10−4 fm3. In order to

produce a sizable polarizability effect without bringing in large contributions
from higher-order terms the photon energy is ideally in the 50–100 MeV
range. However, in this case and even more so for the case of larger energies
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it is necessary to have an estimate for the contribution of higher-order effects
and this is generally provided by various dispersion relation codes (see, e.g.,
Refs. [40, 41]) or effective-field-theory calculations (see, e.g., Refs. [49, 50,
51]). In this fashion a series of measurements on the proton [11, 12, 13, 14, 15]
has yielded the rather precise numbers [26]:

αp
E = (11.2± 0.4)× 10−4 fm3 and βp

M = (2.5∓ 0.4)× 10−4 fm3. (35)

In terms of the proton volume—Vp = 4π
3
〈(rpE)2〉

3

2—we have then αp
E ∼ 4 ×

10−4 Vp, showing that the proton is much stiffer and more strongly bound
than the hydrogen atom.

Another interesting feature of these experimental results comes from the
magnetic polarizability. The ∆ pole diagram makes a rather strong para-
magnetic contribution [52]

βp
M(∆− pole) ∼ 10× 10−4 fm3 (36)

so that the fact that the experimental number is only about 25 % of this
value reveals a very strong diamagnetic contribution, presumably from the
meson cloud. Such a picture is qualitatively supported by the Skyrme model
[53].

2.4 Dispersion Relations

An alternative approach to the size of the polarizabilities comes from the use
of causality via dispersion relations [54]. In the case of forward Compton
scattering, we can write

Tforward = 4πf0(ω)ǫ̂
∗
f · ǫ̂i + 4πig0(ω)σ · ǫ̂∗f × ǫ̂i, (37)

where the subscripts 0 refer to θ = 0◦. Equation (37) needs to be evaluated
between Pauli spinors of the initial and final nucleons, respectively. In the
case of the spin-averaged (scalar) amplitude f0(ω), the imaginary part is
given by the optical theorem via

Im [f0(ω)] =
ω

4π
σtot(ω), (38)

where σtot(ω) is the total photoabsorption cross section. Using f ∗
0 (ω) =

f0(−ω) and applying Titchmarsh’s theorem [55] to (f0(ω) − f0(0))/ω
2, the
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corresponding real part of the proton scattering amplitude can be written as

Re [f p
0 (ω)] = −αem

mp

+
ω2

2π2
P

∫ ∞

0

dω′ σ
p
tot(ω

′)

ω′2 − ω2
, (39)

where we have performed a subtraction since the presence of the Thom-
son amplitude indicates that an unsubtracted dispersion relation does not
converge. Expanding the scattering amplitude below the pion production
threshold via

f p
0 (ω) = −αem

mp
+ (αp

E + βp
M)ω2 + . . . (40)

leads to the Baldin sum rule [56]

αp
E + βp

M =
1

2π2

∫ ∞

0

dω
σp
tot(ω)

ω2
(41)

which relates the sum of electric and magnetic polarizabilities to a weighted
integral over the total photoabsorption cross section. In the case of the
proton, using experimental cross section numbers, rather precise values have
been calculated:

αp
E + βp

M =







(13.69± 0.14)× 10−4 fm3 [57],
(14.0± 0.5)× 10−4 fm3 [58],
(13.8± 0.4)× 10−4 fm3 [15].

(42)

In order to separate the electric and magnetic polarizabilities, one can use
a backward dispersion relation, the Bernabeu-Ericson-Ferro Fontan-Tarrach
(BEFT) sum rule, to determine αE − βM , which takes the form [59, 60]

(αp
E − βp

M)BEFT = (αp
E − βp

M)s + (αp
E − βp

M)t. (43)

Here, the s-channel contribution is given by

(αp
E − βp

M)s =
1

2π2

∫ ∞

0

dω

ω2

(

1 +
2ω

mp

)
1

2
(

σp(ω, yes)− σp(ω, no)
)

, (44)

where σ(ω,∆P ) represents components of the photoabsorption cross section
associated with multipoles which change (∆P = yes), do not change (∆P =
no) parity. Numerical evaluation of Eq. (44) is reasonably robust and yields
[61]

(αp
E − βp

M)s = −5.0 × 10−4 fm3. (45)
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Calculation of the t-channel contribution requires summation over a com-
plete set of intermediate-state contributions to pp̄ → hadrons → γγ. The
lightest such state is ππ and is dominated by low-partial-wave contributions.
Including only S- and D-wave pieces, we have [62]

(αp
E − βp

M)t =
1

16π2

∫ ∞

4M2
π

dt

t2
16

4m2
p − t

√

t− 4M2
π

t

×
[

f p 0
+ (t)F 0∗

0 (t)−
(

m2
p −

t

4

)(

t

4
−M2

π

)

f p 2
+ (t)F 2∗

0 (t) + . . .

]

,

(46)

where f p J
+ (t) are partial-wave amplitudes for pp̄ → ππ and F J∗

0 (t) are the
corresponding amplitudes for ππ → γγ. Past evaluations have yielded a
range of values for this contribution, namely, from 10.3× 10−4 fm3 to 16.1×
10−4 fm3 for the S-wave piece and −1.3 × 10−4 fm3 for the D wave [62].
In the case that the S wave dominates, one approach is to use the σ-pole
contribution to estimate this value—

(αp
E − βp

M)t ≃
gσNNM(σ → γγ)

2πM2
σ

. (47)

Using a simple Nambu-Jona-Lasinio model, we find for the σNN coupling
constant gσNN = gπNN = 13.12 [63] and [64]

Mσ =

(

16π2

Nc

F 2
π +M2

π

)
1

2

, (48)

where Fπ = 92.2 MeV [26] is the pion-decay constant and Nc = 3 the number
of colors. Thus

M(σ → γγ) =
3αem

πFπ

[

(

2

3

)2

+

(

−1

3

)2
]

(49)

and
(αp

E − βp
M)t = 15.2× 10−4 fm3. (50)

In combination with (αp
E + βp

M) = 14.0× 10−4 fm3 [58], this result yields

αp
E = 12.1× 10−4 fm3 and βp

M = 1.9× 10−4 fm3 (51)

in good agreement with direct measurements. However, a definitive numeri-
cal approach to the t-channel contribution remains to be achieved.
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2.5 Theoretical Approaches

That the size of the nucleon polarizabilities are reasonable can be seen from
a simple nonrelativistic harmonic oscillator valence quark model calculation
[65]. Denoting the proton ground state by |0〉p, we can use the result [66, 67,
68]

αp
E =

αem

3mp
p〈0|r2E|0〉p + 2αem

∑

n 6=0

|〈n|Dz|0〉p|2
En − E0

(52)

with the mean-square charge radius and electric dipole operators, respec-
tively,

r2E =

3
∑

i=1

qi(ri −R)2, D =

3
∑

i=1

qi(ri −R),

where R is the center-of-mass coordinate. Here the oscillator frequency ω0

can be found in terms of the charge radius via

ω0 =
3

mp〈(rpE)2〉
≃ 160MeV (53)

and the predicted electric polarizability becomes [5]

αp
E =

2αemmp

9
〈(rpE)2〉2 ≃ 46× 10−4 fm3 (54)

which is in the ballpark but is about a factor of four too large. This overpre-
diction can be understood in terms of the feature that the predicted oscilla-
tor frequency, which measures the excitation energy, is somewhat too small.
If a more reasonable value of ∼ 300 MeV is used, the number comes out
about right. In any case we see that the size of the electric polarizability—
αE ∼ 10−3 V—is not unreasonable.

The treatment of the magnetic polarizability is more challenging, but
in any case a constituent quark model is not expected to be successful, as
long as it does not deal with the pion cloud, which should be an important
component of any realistic nucleon model. In this regard the use of chiral
perturbation theory (ChPT) [69, 42, 43] is promising (see, e.g., Refs. [70, 71,
72, 73] for an introduction). In ChPT physical observables are calculated
perturbatively in terms of a momentum expansion in q/Λχ. The chiral-
symmetry-breaking scale Λχ is 4πFπ ∼ 1 GeV [74, 75] and q collectively
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Figure 2: One-loop diagrams in HBChPT. Crossed diagrams are not shown.

stands for a quantity small in comparison to Λχ such as the pion mass, small
external four-momenta of the pion, and small external three-momenta of the
nucleon. The first such calculation of the proton polarizability was that of
Bernard, Kaiser, and Meißner, which was performed using relativistic ChPT
[43] at the one-loop level. The results were obtained in a closed (Feynman
parameter) integral form and their chiral expansion in terms of µ =Mπ/mN

reads [76]

αp
E =

αemg
2
A

48π2F 2
πmN

[

5π

2µ
+ 18 lnµ+

33

2
+O(µ)

]

= 7.9× 10−4 fm3,

βp
M =

αemg
2
A

48π2F 2
πmN

[

π

4µ
+ 18 lnµ+

63

2
+O(µ)

]

= −2.3× 10−3 fm3,

(55)

where the numerical values refer to the full expressions. Note that the expres-
sions of Eq. (55) for the polarizabilities contain no free parameters, i.e., they
are entirely expressed in terms of Mπ, mN , Fπ, and the axial-vector coupling
constant gA = 1.27. However, manifestly Lorentz-invariant (or relativistic)
ChPT (RChPT) seemingly had a problem concerning power counting when
loops containing internal nucleon lines come into play. In some cases, a dia-
gram apparently has contributions which are of lower order than determined
by the power counting [43]. Therefore, the calculation was redone using the
methods of heavy-baryon ChPT (HBChPT) [77, 78]. In this approach, one
evaluates the spin-averaged values of the four Compton scattering diagrams
shown in Fig. 2 in terms of the representation

T spin−averaged
Compton = ǫ̂∗f · ǫ̂iA1 + ǫ̂∗f · q̂i ǫ̂i · q̂f A2. (56)

The results at O(q3) can be expressed as a Born plus one-loop contribution

13



[78]

Ap
1,Born = − e2

mN
, Ap

2,Born =
e2ω

m2
N

,

Ap
1, loop =

e2g2Aω
2

192πF 2
πMπ

(10 + cos θ), Ap
2, loop = − e2g2Aω

2

192πF 2
πMπ

.

(57)

Using
ǫ̂∗f × q̂f · ǫ̂i × q̂i = ǫ̂∗f · ǫ̂i cos θ − ǫ̂∗f · q̂i ǫ̂i · q̂f

and comparing with the Compton amplitude in Eq. (30), we reproduce the
Thomson amplitude and identify the polarizabilities at O(q3) as

αp
E,HB,q3 =

10αemg
2
A

192πF 2
πMπ

= 12.6× 10−4 fm3,

βp
M,HB,q3 =

αemg
2
A

192πF 2
πMπ

= 1.26× 10−4 fm3

(58)

which reproduces the leading 1/Mπ term in the relativistic ChPT expression
of Eq. (55) and agrees quite well with the experimental values of Eq. (35).
However, it seems clear that this agreement is somewhat accidental since
an O(q4) estimate by Bernard, Kaiser, Schmidt, and Meißner yielded the
modified values [79, 80]

αp
E,HB,q4 = (10.5± 2.0)× 10−4 fm3 and βp

M,HB,q4 = (3.5± 3.6)× 10−4 fm3.
(59)

In particular, the results of Eq. (59) include an estimate of low-energy con-
stants (LECs) entering at O(q4). In addition, the inclusion of the ∆(1232)
resonance in either the “small scale expansion” (ǫ expansion) [81] or the
δ expansion [51, 82] has been shown to make significant modifications to
the lowest-order results. In the meantime, the power-counting problem in
RChPT has been solved in the framework of infrared regularization (IR)
[83, 84] and the extended on-mass-shell (EOMS) scheme [85, 86]. Covariant
calculations have been performed at next-to-next-to-leading order including
the ∆(1232) resonance [50] and also in the framework of the linear sigma
model [87]. In particular, it was stressed in Ref. [50] that the leading-order
behavior of the forward-scattering combination (αp

E + βp
M) essentially re-

flects the Kroll-Ruderman theorem of pion photoproduction [88], whereas
the backward-scattering combination (αp

E − βp
M) relies on chiral symmetry.

Figure 3 summarizes the present experimental and theoretical situation re-
garding the scalar polarizabilities of the proton [89].
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Figure 3: Electric and magnetic polarizabilities αE1(= αp
E) and βM1(= βp

M)
of the proton including an updated PDG value [89]. The magenta blob
represents the PDG summary of Eq. (35) [26]. The red blob represents the
RChPT calculation of Ref. [50] and the blue ellipse the HBChPT calculation
of Ref. [51], respectively. Sum rule indicates the Baldin sum rule evaluations
of Eq. (42) from Refs. [15] (broad band) and [57] (narrow band), respectively.
The experimental results are from Federspiel et al. [11], Zieger et al. [12],
MacGibbon et al. [13], and TAPS [15].
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2.6 Neutron Polarizability

In chiral perturbation theory, the electric and magnetic polarizabilities are
expected to be primarily isoscalar quantities, so that the proton and neutron
values should be similar. However, on the experimental side, the absence of
a neutron target means that the measurement of the neutron polarizabilities
is a challenging prospect. Nevertheless, there exist results from a number of
approaches.

One technique is to extract the electric polarizability from slow-neutron
electromagnetic scattering in the Coulomb field of heavy nuclei, for which
the cross section is [6]

dσempol

dΩ
= 4π2Z2αemmnpnRe(a)

[

αn
E sin

θ

2
− 2παemκ

2
n

m3
n

(

1− sin
θ

2

)]

, (60)

where pn is the absolute value of the neutron three-momentum, −a is the
amplitude for hadronic scattering by the nucleus, Z is the nuclear charge,
and κn = −1.913 is the (anomalous) neutron magnetic moment. In this way
an experiment at Oak Ridge National Laboratory has yielded a result [16]

αn
E = (12.0± 1.5± 2.0)× 10−4 fm3, (61)

in good agreement with the proton value—Eq. (35). An alternative method
to extract the neutron polarizabilities is to utilize quasi-free Compton scat-
tering on the neutron bound in the deuteron, γd → γnp, which has given

αn
E =

{

(10.7+3.3
−10.7)× 10−4 fm3 [17],

(12.5± 2.3)× 10−4 fm3 [18],
(62)

in good agreement with Eq. (61) determined via neutron scattering. This
value concurs also with that extracted by the use of coherent Compton scat-
tering from the deuteron, αn

E = (8.8± 2.4 ± 3.0)× 10−4 fm3 [19]. The PDG
average of the above results is [26]

αn
E = (11.6± 1.5)× 10−4 fm3. (63)

The Baldin sum rule [56] for the neutron has been evaluated to be [58]

αn
E + βn

M =
1

2π2

∫ ∞

0

dω
σn
tot(ω)

ω2
= (15.2± 0.5)× 10−4 fm3. (64)
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Using

βn
M =

{

(2.7± 1.8+1.3
−1.6)× 10−4 fm3 [18],

(6.5± 2.4± 3.0)× 10−4 fm3 [19],
(65)

where both determinations make use of the Baldin sum rule, the PDG average
is given by [26]

βn
M = (3.7± 2.0)× 10−4 fm3, (66)

which is by about 50 % larger than the proton value—Eq. (35)—but also
has a larger error bar. We conclude that the electromagnetic polarizabilities
αE, βM are predominantly of isoscalar nature, and that the relative isovector
contribution appears to be larger for the magnetic polarizability than for the
electric polarizability. For a further discussion of how to extract the neutron
polarizabilities see, e.g., Ref. [90] and references therein. Theoretical values
have also been predicted for the polarizabilities of the hyperons, but it is
unlikely that they will soon be measured [91].

2.7 Charged-Pion Polarizability

A good deal of work has also been done involving the charged-pion polariz-
abilities. In this case, a valence quark picture is not expected to work well
since it does not capture the Goldstone nature of the pion. Instead a chiral
perturbative technique, wherein the Goldstone nature of the pion is exhib-
ited, should be expected to be a reasonable approach and this turns out to
be the case [42, 92].

We define the second-rank Compton tensor as

T µν(pf , qf ; pi, qi) = i

∫

d4x e−iqi·x〈π+(pf )|T [Jµ
em(x)J

ν
em(0)]|π+(pi)〉, (67)

where T denotes the covariant time-ordered product and Jem is the electro-
magnetic current operator in units of the elementary charge. Because of
translation invariance, four-momentum conservation is implied, pf + qf =
pi + qi. For real Compton scattering (RCS), q2i = q2f = 0, the one-loop
charged-pion tensor is given by [93, 94]

T µν
RCS = −(2pf + qf)

ν (2pi + qi)
µ

(pi + qi)
2 −M2

π

− (2pf − qi)
µ (2pi − qf)

ν

(pi − qf )
2 −M2

π

+ 2gµν

+ ζ
(

qµf q
ν
i − gµνqi · qf

)

+ . . . , (68)
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where the first line includes the Born terms while the second line includes the
structure dependence. Comparing TRCS = e2ǫiµǫ

∗
fνT

µν
RCS with the definitions

for electric, magnetic polarizabilities—Eq. (30)—and noting that the nor-
malization of the covariant expression differs by a factor of 2Mπ, we identify

απ+

E = −βπ+

M =
αem

2Mπ

ζ. (69)

That is, at the one-loop level the electric and magnetic polarizabilities are
equal and opposite. As for the absolute size, we can relate the polarizability
to the axial structure constant hA in radiative charged-pion beta decay—
π+ → e+νeγ—defined via [95, 96]

Aµν(p, q) =

∫

d4x eiq·x〈0
∣

∣T
(

Jem
µ (x)Jwk

ν,1−i2(0)
)
∣

∣ π+(p)〉

= −
√
2Fπ

(p− q)ν
(p− q)2 −M2

π

〈π+(p− q)
∣

∣Jem
µ

∣

∣ π+(p)〉+
√
2Fπgµν

− hA [(p− q)µqν − gµνq · (p− q)]− rA(qµqν − gµνq
2)

+ ihV ǫµναβq
αpβ. (70)

In Eq. (70), the second line is associated with the Born diagram together
with a term required for gauge invariance, while the structure-dependent
pieces, involving hA, rA, hV appear in the third and fourth lines, with the
subscript V,A indicating its connection with the weak vector, axial-vector
currents, respectively. (Note that the form factor rA vanishes for radiative
decay to a real photon and only comes into play for the Dalitz decay mode
π+ → e+νee

+e−.) Chiral symmetry relates ζ and hA via [97]

hV =
Nc

12
√
2π2Fπ

∣

∣

∣

∣

Nc=3

,

hA
hV

= 32π2 (Lr
9(µ) + Lr

10(µ)) ,

rA
hV

= 32π2

[

Lr
9(µ)−

1

192π2

(

ln
M2

π

µ2
+ 1

)]

,

απ+

E =
αem

2Mπ

ζ =
αem

8π2MπF 2
π

hA
hV

. (71)

Here, hV arises from the anomaly and is exactly predicted at O(q4) [98, 99,
100]. The ratio hA/hV is given in terms of a linear combination of LECs of
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the O(q4) Lagrangian [92]. The renormalization scale is denoted by µ, but
the linear combination Lr

9(µ)+L
r
10(µ) is scale-independent. The coupling hA

has been measured with great precision by the recent PIBETA experiment
[101], resulting in [26]

(

hA
hV

)

expt

= 0.469± 0.031 (72)

which then corresponds to the one-loop prediction

απ+

E = −βπ+

M = (2.8± 0.2)× 10−4 fm3. (73)

Two-loop corrections are expected to be small by power-counting argu-
ments,

απ+

E |two-loop/απ+

E |one-loop ∼ 4M2
π

Λ2
χ

∼ 0.1, (74)

where Λχ ∼ 4πFπ is the chiral-symmetry-breaking scale [74, 75]. This expec-
tation is borne out by evaluation of the Baldin sum rule [56] for the charged
pion, which yields [102]

απ+

E + βπ+

M =
1

2π2

∫ ∞

0

dω
σπ+

tot (ω)

ω2
= (0.39± 0.04)× 10−4 fm3 (75)

and by an actual two-loop ChPT calculation [103, 104, 105], which, using
updated values for the LECs, yields [105]

(απ+

E + βπ+

M )two-loop = 0.16× 10−4 fm3,

(απ+

E − βπ+

M )two-loop = (5.7± 1.0)× 10−4 fm3.
(76)

That the relation Eq. (71) should exist between the pion Compton amplitude
and that for axial radiative charged-pion beta decay can be understood from
simple current algebra arguments in combination with the hypothesis of a
partially conserved axial-vector current [95]—

T µν
Compton(p2, q2; p1, q1)

p2→0−→ i√
2Fπ

(Aµν(p1, q1) + Aνµ(p1, q2)) . (77)

Thus, on the theoretical side we have a rather precise and solid prediction
for the charged-pion polarizability and we move to experimental tests.

There have been three different techniques used in the experimental study
of the charged-pion polarizability. Since a charged-pion target does not exist,
these methods are each indirect and we consider them in turn:
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a) The most direct method involves the use of a high-energy pion beam
and the (π+, π+γ) reaction. Extrapolation to the photon pole using
the Primakoff effect then leads to a measurement of the γπ+ → γπ+

amplitude and thereby the charged-pion polarizability. An experiment
by Antipov et al. at Dubna yielded the result [20, 21]

απ+

E |expt-a1 = −βπ+

M |expt-a1 = (6.8± 1.4)× 10−4 fm3. (78)

A recent experiment by the COMPASS collaboration using the (µ+, µ+γ)
reaction as a normalization, has produced a new preliminary number
[25]

απ+

E |expt-a2 = −βπ+

M |expt-a2 = (1.9± 0.7± 0.8)× 10−4 fm3. (79)

b) An alternative way to access the pion Compton amplitude is via the
radiative pion photoproduction reaction γp → γnπ+. The analysis
of a measurement by Aibergenov et al. [22] at the Lebedev Physical
Institute made use of an extrapolation to the pion pole at t = M2

π in
the unphysical region, yielding the number

απ+

E |expt-b1 = −βπ+

M |expt-b1 = (20± 12)× 10−4 fm3. (80)

A different approach avoiding an extrapolation was chosen in the anal-
ysis of the more recent experiment at the Mainz Microtron (MAMI)
[24]. The π+ polarizabilities have been determined from a comparison
of the data with the predictions of two different theoretical models:

(απ+

E −βπ+

M )|expt-b2 = (11.6±1.5stat±3.0syst±0.5mod)×10−4 fm3. (81)

c) A direct measurement via the γγ → π+π− reaction at SLAC has yielded
the result [23]

απ+

E |expt-c = −βπ+

M |expt-c = (2.2± 1.1)× 10−4 fm3. (82)

There is thus considerable experimental uncertainty at the present time and
additional experimental work in this regard is urgently needed in order to
confirm these presumably solid chiral perturbative predictions. An approved
JLab experiment using the Primakoff effect and the (γ, π+π−) reaction should
be helpful in this regard [106].
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2.8 Neutral-Pion and Kaon Polarizabilities

There has also been a substantial amount of work on neutral-pion pair pro-
duction in two-photon collisions. Data were taken by the Crystal Ball Col-
laboration for π0π0 invariant masses W from threshold to 2 GeV [107] and,
more recently, by the Belle Collaboration [108] in the kinematic range 0.6
GeV ≤ W ≤ 4.0 GeV. At the one-loop level, ChPT makes a parameter-free
prediction for the neutral-pion polarizabilities [93, 94, 109]:

απ0

E = −βπ0

M = − αem

96π2F 2
πMπ

= −0.5× 10−4 fm3. (83)

Note in particular that the electric polarizability is negative. Two-loop calcu-
lations of the γγ → π0π0 reaction have been performed in Refs. [110, 111, 112]
and, using updated values for the LECs, the two-loop results for the sum and
the difference of polarizabilities are given by [112]

(απ0

E + βπ0

M )two-loop = (1.1± 0.3)× 10−4 fm3,

(απ0

E − βπ0

M )two-loop = −(1.9± 0.2)× 10−4 fm3.
(84)

As in the case of the charged pions, the degeneracy απ0

E +βπ0

M = 0 is lifted at
the two-loop level. For a discussion of quadrupole polarizabilities see, e.g.,
Refs. [112, 113]. Recent dispersion-theoretical treatments of the γγ → ππ
reaction can be found in [113, 114, 115, 116].

The one-loop predictions for the charged-kaon polarizabilities are deter-
mined by the same linear combination of LECs as those of the charged-pion
polarizabilities. One simply needs to replace the pion mass and pion-decay
constant by the kaon mass and kaon-decay constant, respectively [117]:

αK+

E = −βK+

M = 4
αem

F 2
KMK

(Lr
9(µ) + Lr

10(µ)) = 0.58× 10−4 fm3, (85)

while the neutral-kaon polarizabilities vanish at this order [118]. Unfor-
tunately, except for an upper limit |αK−

E | < 200 × 10−4 fm3 from kaonic
atoms [119], no experimental information on kaon polarizabilities is available,
though in principle, the charged-kaon polarizabilities could also be investi-
gated by the COMPASS collaboration via the Primakoff reaction with a kaon
beam [120].
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3 Spin Polarizabilities

As emphasized above, in a low-energy expansion the leading—O(ω2)—correction
to the Thomson amplitude is given by the spin-independent (scalar) electric
and magnetic polarizability terms given in Eq. (29). At higher—O(ω3)—
order there exist four additional—spin-dependent—forms (spin polarizabili-
ties) as first pointed out by Ragusa [30, 31], which can be written in the form
[32]

H
(3)
eff = −1

2
4π

(

γE1E1σ · E× Ė+ γM1M1 σ ·H× Ḣ

+ 2γE1M2 σiEjHij − 2γM1E2 σiHjEij

)

,
(86)

where Eij , Hij = 1
2
(∇iEj + ∇jEi),

1
2
(∇iHj + ∇jHi) are field gradients and

the subscripts on the spin polarizabilities indicate the associated excita-
tion/deexcitation photon multipolarities. In this case there is no simple
classical analogy in order to understand the significance of the spin polar-
izabilities. The Compton scattering amplitude can be written in the spin-
dependent form

TRCS = ǫ̂∗f · ǫ̂iA1 + ǫ̂∗f · q̂i ǫ̂i · q̂f A2 + iσ · (ǫ̂∗f × ǫ̂i)A3

+ iσ · (q̂f × q̂i)ǫ̂
∗
f · ǫ̂iA4 + iσ · [(ǫ̂∗f × q̂i)ǫ̂i · q̂f − (ǫ̂i × q̂f )ǫ̂

∗
f · q̂i]A5

+ iσ · [(ǫ̂∗f × q̂f )ǫ̂i · q̂f − (ǫ̂i × q̂i)ǫ̂
∗
f · q̂i]A6

(87)

with
Ai = ABorn

i + Anon-Born
i . (88)

Here the Born amplitudes are given by (with the superscript p omitted for
notational reasons)

ABorn
1 = − e2

mp

, ABorn
2 =

e2ω

m2
p

, ABorn
3 =

e2ω

2m2
p

[

1 + 2κp − (1 + κp)
2 cos θ

]

,

ABorn
4 = −ABorn

5 = −e
2ω(1 + κp)

2

2m2
p

, ABorn
6 = −e

2ω(1 + κp)

2m2
p

,

(89)

where κp = 1.793 is the proton anomalous magnetic moment in units of the
nuclear magneton. Equation (89) agrees with the predictions of the low-
energy theorem of real Compton scattering on a spin-1/2 target [121, 122],
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while the structure-dependent counterparts from Eq. (86) are

Anon-Born
1 = 4π(αE + βM cos θ)ω2 +O(ω3),

Anon-Born
2 = −4πβMω

2 +O(ω3),

Anon-Born
3 = −4π[γE1E1 + γE1M2 + (γM1M1 + γM1E2) cos θ]ω

3 +O(ω4),

Anon-Born
4 = −4π(γM1M1 − γM1E2)ω

3 +O(ω4),

Anon-Born
5 = 4πγM1M1ω

3 +O(ω4),

Anon-Born
6 = 4πγE1M2ω

3 +O(ω4).

(90)

However, there exists a significant contribution to each spin polarizability
from the t-channel pion-pole diagram which carries no new information about
nucleon structure,

γπ-poleE1E1 = −γπ-poleM1M1 = γπ-poleE1M2 = −γπ-poleM1E2 =
αemgA

8π2F 2
πM

2
π

= 10.7× 10−4 fm4. (91)

The structure-dependent pieces of the spin polarizabilities are then given by
subtracting these pole contributions

γstructurei = γi − γπ-polei . (92)

In one-loop chiral perturbation theory we determine the O(q3) predictions
[71, 123]

γstructureE1E1 = −5γstructureM1M1 = 5γstructureE1M2 = 5γstructureM1E2

= − αemg
2
A

192π2F 2
πM

2
π

= −0.569× 10−4 fm4
(93)

which are much smaller than the corresponding pion-pole contributions. Full
one-loop calculations to O(q4) have been performed in Refs. [124, 125]. No
new LECs, except for the anomalous magnetic moments of the nucleon, enter
at this order, but the degeneracy between proton and neutron polarizabilities
is lifted. Unfortunately, the next-to-leading-order contributions turn out to
be very large, calling the convergence of the expansion into question [125].
Various theoretical predictions for the spin-dependent polarizabilities of the
proton are summarized in Table 2.

At the present time there exists no direct determination of the four spin
polarizabilities from Compton scattering, though there are existing programs
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Table 2: Theoretical predictions for the structure-dependent contribution
to the spin polarizabilities of the proton to O(q3) in HBChPT, to O(q4) in
HBChPT from two derivations, to O(ε3) in the small-scale expansion, in
fixed-t dispersion relation analyses (BGLMN) and (HDPV), in a calculation
with hyperbolic dispersion relations (HYP. DR) at θlab = 180o, in a dressed
K-matrix model (KS), and from chiral dynamics with unitarity and causality
(GLP). The values are given in units of 10−4 fm4. Here γp0 and γpπ are the
combinations relevant for forward and backward scattering and are defined
in Eqs. (96) and (102).

γpE1E1 γpM1M1 γpE1M2 γpM1E2 γp0 γpπ

O(q3) [71, 123] −5.7 −1.1 1.1 1.1 4.6 4.6

O(q4) [124] −1.8 0.4 0.7 1.8 −1.1 3.3

O(ε3) [124] −5.4 1.4 1.0 1.0 2.0 6.8

O(q4) [125] −1.4 3.3 0.2 1.8 −3.9 6.3

BGLMN [32] −3.4 2.7 0.3 1.9 −1.5 7.8

HDPV [33] −4.3 2.9 −0.01 2.1 −0.7 9.3

HYP. DR [8] −3.8 2.9 0.5 1.6 −1.1 7.8

KS [126] −5.0 3.4 −1.8 1.1 2.4 11.4

GLP [127] −3.7 2.5 1.2 1.2 −1.2 6.1

for such measurements at MAMI and at the High Intensity Gamma-Ray
Source (HIGS) at Duke University. However, there are two different determi-
nations of various combinations, one which is relevant in the case of forward
Compton scattering and the second which applies to backward scattering.

We begin with the forward case. In order to see how this constraint
comes about consider the general amplitude for forward Compton scatter-
ing from the nucleon—Eq. (37). Here the dispersion relation involving the
spin-independent amplitude f0(ω) was given above, while that for the corre-
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sponding spin-dependent amplitude g0(ω) is [54]

Re [g0(ω)] =
ω

4π2
P

∫ ∞

0

dω′ ω′

ω′2 − ω2

(

σ1/2(ω
′)− σ3/2(ω

′)
)

, (94)

where σ3/2(ω
′), σ1/2(ω

′) are the photoabsorption cross sections in the case
that the incident photon helicity is parallel, antiparallel to the target spin,
respectively, and, since there is a spin flip involved, the dispersion relation
does not require a subtraction. The spin-dependent component of the proton
forward Compton amplitude is given by

gp0(ω) = −
e2κ2p
8πm2

p

ω + γp0ω
3 + . . . , (95)

where
γ0 = −γE1E1 − γM1M1 − γE1M2 − γM1E2 (96)

is the combination of spin polarizabilities relevant for forward Compton scat-
tering. Note that the pion-pole contribution cancels out in the forward di-
rection, so that only structure-dependent components remain. Equating the
two forms for the spin-flip amplitude we find two sum rules. One is for the
anomalous magnetic moment and is the well-known Gerasimov-Drell-Hearn
(GDH) sum rule [128, 129]

2π2αemκ
2
p

m2
p

=

∫ ∞

0

dω

ω

(

σp
3/2(ω)− σp

1/2(ω)
)

≡ IpGDH (97)

and the second is a sum rule for the forward spin polarizability

γp0 = − 1

4π2

∫ ∞

0

dω

ω3

(

σp
3/2(ω)− σp

1/2(ω)
)

. (98)

The numerical value of the LHS of Eq. (97) is 204.8 µb. The GDH collabo-
ration has measured the cross section difference (σp

3/2 − σp
1/2) in the photon

energy range from 0.2 to 2.9 GeV with the tagged photon facilities at MAMI
(Mainz) and ELSA (Bonn) [130, 131, 132, 133]. Using theoretical input for
the energy regions below ω = 0.2 GeV and above ω = 2.9 GeV, the total
RHS result was determined to be [134] (see Table 3)

IpGDH = (211± 15)µb, (99)
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Table 3: Contribution of various energy regions to the GDH integral IpGDH

and the forward spin polarizability γp0 of the proton

Energy range IpGDH [µb] γp0 [10−4 fm4]

ω ≤ 200 MeV [135, 136] −28.5± 2 0.95± 0.05

200 MeV≤ ω ≤ 800 MeV [131] 226± 5± 12 −1.87± 0.08± 0.10

800 MeV≤ ω ≤ 2.9 GeV [133] 27.5± 2.0± 1.2 −0.03

ω ≥ 2.9 GeV [137, 138] −14± 2 +0.01

Total 211± 15 −0.94± 0.15

Sum rule [128, 129] 204.8 –

so that the proton GDH sum rule is satisfied. The sum rule for the forward
spin polarizability then becomes [134] (see Table 3)

γp-sum-rule
0 = (−0.94± 0.15)× 10−4 fm4 (100)

which is in strong disagreement with the one-loop HBChPT prediction—

γp-one-loop0 =
αemg

2
A

24π2F 2
πM

2
π

= 4.55× 10−4 fm4 (101)

so that there must exist a significant contribution from higher-order terms.
In the backward direction there exists a different combination of spin

polarizabilities which is relevant

γπ = −γE1E1 + γM1M1 − γE1M2 + γM1E2 (102)

and this backward spin polarizability has been determined experimentally
from a global fit to Compton scattering [9]

γp-expπ = −(38.7± 1.8)× 10−4 fm4. (103)

Note that in this case the pion pole does contribute

γp-π
0-pole

π = − αemgA
2π2F 2

πM
2
π

= −42.8× 10−4 fm−4. (104)
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The difference between Eqs. (103) and (104) is then the structure component
of the backward spin polarizability and is much smaller than the pion-pole
piece

γp-structureπ = (4.0± 1.8)× 10−4 fm4. (105)

In this case the one-loop—O(q3)—chiral prediction is found to be

γp-one-loopπ =
αemg

2
A

160π2F 2
πM

2
π

= 0.683× 10−4 fm4. (106)

At the present time, the only reliable data which is available is that for the
forward and backward spin polarizabilities. However, in the near future this
situation will change substantially due to Compton scattering experiments
involving polarized photons and polarized targets. This effort should take
place at MAMI, where such work has already begun and at HIGS, where
improved mirrors should enable a viable future program. At MAMI, a series
of measurements is envisioned in the photon energy range of about 80-300
MeV and is of three types:

a) Linearly polarized photons either parallel or perpendicular to the scat-
tering plane with an unpolarized target (usually called the beam asym-
metry):

Σ3 =
σ‖ − σ⊥
σ‖ + σ⊥

. (107)

b) Circularly polarized photons and target spin aligned longitudinally with
the beam direction:

Σ2z =
σR
+z − σL

+z

σR
+z + σL

+z

=
σR
+z − σR

−z

σR
+z + σR

−z

. (108)

c) Circularly polarized photons and target spin aligned transverse to the
beam direction:

Σ2x =
σR
+x − σL

+x

σR
+x + σL

+x

=
σR
+x − σR

−x

σR
+x + σR

−x

. (109)

Here the measurements of Σ2x and Σ3 have already been accomplished, while
the remaining measurement of Σ2z is scheduled to take place in 2014 [139].
Analysis of the Σ2x data has already led to a preliminary value for γpE1E1 =
(−4.3±1.5)×10−4 fm4 [140], the data on Σ3 are presently analyzed, and the
remaining data should enable determination of the other spin polarizabilities.
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4 Higher-Order Polarizabilities

It is obvious that the concept of polarizabilities can be generalized to even
higher orders [33] (see also Refs. [141, 142] for a definition of so-called dy-
namical polarizabilities). For example, in the spin-independent sector the
O(ω4) generalization of the effective Hamiltonian can be written as [32]

H
(4)
eff = −1

2
4παEνĖ

2 − 1

2
4πβMνḢ

2 − 1

12
4παE2E

2
ij −

1

12
4πβM2H

2
ij. (110)

The meaning of these new quadratic terms is clear. The quantities αEν and
βMν represent dispersive corrections to the leading electric and magnetic
polarizabilities and measure the frequency dependence of the electric and
magnetic polarizabilities via

p(ω) = 4π(αE + αEνω
2 + . . .)E(ω),

m(ω) = 4π(βM + βMνω
2 + . . .)H(ω).

(111)

Likewise, it is clear that the quadrupole polarizabilities αE2 and βM2 measure
the size of the induced quadrupole moments in the presence of an applied
field gradient via

Qij = −∂H
(4)
eff

∂Eij

=
1

6
4παE2Eij,

Mij = −∂H
(4)
eff

∂Hij
=

1

6
4παM2Hij,

(112)

where

Qij =
〈

ψ
∣

∣

3
∑

k=1

qk
[

3(rk −R)i(rk − R)j − δij(rk −R)2
]
∣

∣ψ
〉

(113)

is the induced electric quadrupole moment and Mij is its magnetic analog.
These four new polarizabilities can be calculated in various pictures of

the nucleon. For example, in the simple harmonic oscillator picture the sum
rules

αp
Eν = 2αem

∑

n 6=0

|〈n|Dz|0〉p|2
(En − E0)3

, αp
E2 =

αem

2

∑

n 6=0

|〈n|Q33|0〉p|2
En −E0

(114)
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yield the predictions

αp
Eν =

2αemm
3
p

81
〈(rpE)2〉4, αp

E2 =
αemmp

9
〈(rpE)2〉3 (115)

and similarly the magnetic polarizabilities can be estimated. Introducing

ξ1 =
αemg

2
A

1920 πF 2
πM

3
π

= 2.53× 10−5 fm5,

the one-loop [O(q3)] HBChPT predictions of these quantities for the pro-
ton/neutron read [123]

αEν = 9 ξ1, βMν = 14 ξ1, αE2 = 84 ξ1, βM2 = −36 ξ1 (116)

and the ∆-resonance corrections have also been given in the small-scale ex-
pansion [33].

Likewise, in the case that spin dependence is considered, there exist eight
new spin polarizabilities which arise at O(ω5)—

H
(5)
eff = −1

2
4π

[

γE1νσ · Ė× Ë+ γM1νσ · Ḣ× Ḧ

− 2γE2νσiĖijḢj + 2γM2νσiḢijĖj

+ 4γET ǫijkσiEjlĖkl + 4γMT ǫijkσiḢjlHkl

− 6γE3σiEijkHjk + 6γM3σiHijkEjk

]

,

(117)

where

Eijk =
1

3
(∇i∇jEk +∇i∇kEj +∇j∇kEi)−

1

15
(δij∇2Ek + δik∇2Ej + δjk∇2Ei)

(118)
with a corresponding expression for Hijk. Again we can identify the one-loop
heavy-baryon chiral predictions [33]

γE3 = 20 ξ2, γM3 = 20 ξ2, γET = −65 ξ2, γMT = −5ξ2,

γE1ν = −945 ξ2, γM1ν = −45 ξ2, γE2ν = 78 ξ2, γM2ν = −42 ξ2,
(119)

where

ξ2 =
αemg

2
A

43200 π2F 2
πM

4
π

= 5.05× 10−7 fm6.
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However, again there is an anomaly contribution which should be subtracted
(added) in the proton (neutron) case from the measured value to yield the
structure dependence

γπ-poleE3 = −10 ξ3, γπ-poleM3 = 10 ξ3, γπ-poleET = 5 ξ3, γπ-poleMT = −5 ξ3,

γπ-poleE1ν = −45 ξ3, γπ-poleM1ν = 45 ξ3, γπ-poleE2ν = 46 ξ3, γπ-poleM2ν = −46 ξ3,

(120)

where
ξ3 =

αemgA
120 π2F 2

πM
4
π

= 1.43× 10−4 fm6.

There exist two reliable determinations of combinations of these quan-
tities, which can be compared directly with experiment. These arise from
the use of forward dispersion relations. In the case of the spin-independent
polarizabilities we find [32]

αp
Eν + βp

Mν +
1

12
(αp

E2 + βp
M2) =

1

4π2

∫ ∞

0

dω

ω4

(

σp
3/2(ω) + σp

1/2(ω)
)

= 5.73× 10−4 fm5

(121)

to be compared with the O(q3) chiral prediction

[

αp
Eν + βp

Mν +
1

12
(αp

E2 + βp
M2)

]

HB,q3
= 27 ζ1 = 6.83× 10−4 fm5, (122)

while in the case of the spin-polarizabilities, we have [143]

−
(

γpE1ν + γpM1ν + γpE2ν + γpM2ν +
8

5
γpE3 +

8

5
γpM3 + γpET + γpMT

)

= − 1

4π2

∫ ∞

0

dω

ω5

(

σp
3/2(ω)− σp

1/2(ω)
)

= (0.42± 0.09± 0.09)× 10−4 fm6 (123)

to be compared with the O(q3) chiral prediction

−
(

γpE1ν + γpM1ν + γpE2ν + γpM2ν +
8

5
γpE3 +

8

5
γpM3 + γpET + γpMT

)

HB,q3

= 960 ζ2 = 4.85× 10−4 fm6. (124)
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However, separating the various polarizabilities is more difficult. While in
principle the individual higher-order polarizabilities can be determined from
analysis of experimental data, in practice this is not feasible. The problem
is that the effective action picture is an expansion in powers of ω/Λχ, where
Λχ ∼ 4πFπ is the chiral scale. As discussed above, at the lowest energies,
the cross section is determined simply by the Born terms and is given by
the Powell cross section. In the region 50 MeV≤ ω ≤ 100 MeV the dipole
polarizabilities come into play and it is this region which has been used in
the experimental determination of these quantities. Even at these relatively
low energies, however, there are important contributions from the higher-
order terms and these must be estimated (usually dispersively) in order to
perform the experimental extraction of αp

E , β
p
M . This problem is exacerbated

at higher energies so that it is not realistic to think that one can extract
quadrupole polarizabilities or higher in this fashion.

It is, however, possible to make an experimental determination by indirect

means. That is, one can use subtracted fixed-t dispersion relations to provide
a complete low-energy analysis of the Compton amplitude and then to extract
the relevant polarizabilities from this calculated amplitude. In this approach,
one writes each invariant amplitude Ai(ν, t) in the form [41]

Re[Ai(ν, t)] = ABorn
i (ν, t)+[Ai(0, t)−ABorn

i (0, t)]+
2ν2

π
P

∫ ∞

ν0

dν ′
Ims[Ai(ν

′, t)]

ν ′(ν ′2 − ν2)
,

(125)
where ν = (s− u)/4mN is the average of the incoming and outgoing photon
energy—ν = 1

2
(Eγ +E ′

γ)—and Ims[Ai] denotes the discontinuities across the
s-channel cuts of the Compton process. Because of the three powers of ν ′ in
the denominator, these subtracted dispersion relations should converge and
moreover, they should be dominated by the contribution of the πN inter-
mediate state, which can be well-determined by experiment. Contributions
from states with more than a single pion are expected to be small and can
be estimated in simple models. The one unknown in Eq. (125) is the value
Ai(0, t) which is determined via a subtracted dispersion relation in t,

Ai(0, t) = ABorn
i (0, t) + [Ai(0, 0)− ABorn

i (0, 0)] + [At-pole
i (0, t)− At-pole

i (0, 0)]

+
t

π

∫ ∞

4M2
π

dt′
Imt[Ai(0, t

′)]

t′(t′ − t)
− t

π

∫ −2M2
π−4MπmN

−∞

dt′
Imt[Ai(0, t

′)]

t′(t′ − t)
,

(126)

where At-pole
i (0, t) represents the contribution from t-channel poles, including
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the π0 pole that we have discussed above. The imaginary component of the
amplitudes Ai(0, t) in the integral from 4M2

π to ∞ is estimated by assuming
saturation by light intermediate states such as ππ and KK̄, while that in
the integral from −∞ to −2M2

π − 4MπmN is estimated by assuming satura-
tion by the ∆ resonance plus small nonresonant πN contributions. In this
fashion, the six invariant amplitudes have been determined in terms of the
six subtraction constants Ai(0, 0). Four of these constants are evaluated via
unsubtracted t = 0 dispersion relations

Ai(0, 0) =
2

π

∫ ∞

ν0

dν
Im[Ai(ν, 0)]

ν
, i = 3, 4, 5, 6, (127)

and the remaining two constants are determined from experiment, in terms
of the constants (αp

E−β
p
M ) and γpπ. With the Compton amplitude now deter-

mined, the various polarizabilities can now be found and compared to chiral
predictions, as shown below. In the case of the quadrupole spin-independent
polarizabilities, we find [33]

αp
E2 = 29.31× 10−4 fm5, βp

M2 = −24.33× 10−4 fm5 (128)

which can be compared to the O(q3) heavy-baryon chiral predictions [33]

αp
E2,HB,q3 = 22.1× 10−4 fm5, βp

M2,HB,q3 = −9.5× 10−4 fm5. (129)

In the case of the higher-order spin polarizabilities, the dispersion-theoretical
treatment yields [33]

γpET = −0.15× 10−4 fm6, γpMT = −0.09× 10−4 fm6,

γpM3 = 0.09× 10−4 fm6, γpE3 = 0.06× 10−4 fm6,
(130)

which can be compared to the O(q3) heavy-baryon chiral predictions [33]

γpET,HB,q3 = −0.37 × 10−4 fm6, γpMT,HB,q3 = −0.03× 10−4 fm6

γpM3,HB,q3 = 0.11× 10−4 fm6, γpE3,HB,q3 = 0.11× 10−4 fm6.
(131)

We see then that the chiral predictions are generally in the right ballpark
with the pattern of higher-order polarizabilities found via the dispersion-
theoretical analysis, though certainly higher-order contributions are required
to obtain real agreement.

32



5 Generalized Polarizabilities

As in all studies with electromagnetic probes, the possibilities to investi-
gate the structure of the target are much greater if virtual photons are used,
since the energy and three-momentum of the virtual photon can be varied
independently. Moreover, the longitudinal component of the current op-
erators entering the amplitude can be studied. The amplitude for virtual
Compton scattering (VCS) off the proton, T p

VCS, is accessible in the reaction
e−(ki)+ p(pi) → γ(q′)+ e−(kf)+ p(pf). In the one-photon-exchange approx-
imation, the scattering amplitude consists of the Bethe-Heitler (BH) piece,
where the real photon is emitted by the initial or final electrons, and the
VCS contribution, T = TBH + TVCS [144]. The use of a virtual photon in the
initial state (four-momentum q = ki − kf) means that there are now twelve
invariant functions required to describe TVCS [145, 146, 147]. We shall work
in the center-of-mass frame of the final-state photon-nucleon system, where
we have

pf = −q′,

pi = −q = −q̄ êz,

ω′ +
√

m2
p + ω′2 = ω +

√

m2
p + q̄2,

(132)

with the z-axis defined by the three-momentum vector q of the incident
virtual photon. Working in Lorenz gauge

ǫ · q = 0, ǫ0 =
q̄

ω
ǫz (133)

with ǫ = ǫT + ǫzêz, we can represent the VCS transition amplitude as

TVCS = ǫ̂′∗ · ǫTA1 + ǫ̂′∗ · q̂ ǫT · q̂′A2 + iσ · (ǫ̂′∗ × ǫT )A3 + iσ · (q̂′ × q̂) ǫ̂′∗ · ǫTA4

+ iσ · (ǫ̂′∗ × q̂)ǫT · q̂′A5 + iσ · (ǫ̂′∗ × q̂′)ǫT · q̂A6

− iσ · (ǫT × q̂′)ǫ̂′∗ · q̂A7 − iσ · (ǫT × q̂)ǫ̂′∗ · q̂A8

+
q2

ω2
ǫz
[

ǫ̂′∗ · q̂A9 + i~σ · (q̂′ × q̂)ǫ̂′∗ · q̂A10

+iσ · (ǫ̂′∗ × q̂)A11 + iσ · (ǫ̂′∗ × q̂′)A12

]

. (134)

Here each amplitude Ai (i = 1, 2, . . . , 12) is a function of the three kinematic
quantities ω′, q̄, θ.
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Model-independent predictions, based on Lorentz invariance, gauge in-
variance, crossing symmetry, and the discrete symmetries, have been derived
in Ref. [146]. Up to and including terms of second order in q̄ and ω′, the am-
plitude is completely specified in terms of quantities which can be obtained
from other processes, namely mp, κp, the electric and magnetic Sachs form
factors Gp

E and Gp
M , the electric mean square radius 〈(rpE)2〉, and the RCS

polarizabilities αp
E and βp

M .
As in the case of real Compton scattering, each invariant amplitude can

be written as the sum of “Born terms” and structure-dependent components

Ai(ω
′, q̄, θ) = ABorn

i (ω′, q̄, θ) + Astructure
i (ω′, q̄, θ). (135)

Here the Born term consists of the sum of the nucleon and anomaly (π0 pole)
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pieces [148, 149]—

ABorn
1 = − e2

mp
+O(1/m3

p),

ABorn
2 = q̄

e2

m2
p

+O(1/m3
p),

ABorn
3 =

[

(1 + 2κp)ω
′ − (1 + κp)

2q̄ cos θ
] e2

2m2
p

− ω′(ω′2 + q̄2 − 2ω′q̄ cos θ)

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
4 = −(1 + κp)

2q̄
e2

2m2
p

+O(1/m3
p),

ABorn
5 = (1 + κp)

2q̄
e2

2m2
p

− ω′2q̄

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
6 = −(1 + κp)ω

′ e
2

2m2
p

+
ω′3

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
7 = (1 + κp)

2ω′ e
2

2m2
p

− ω′2q̄

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
8 = −(1 + κp)

q̄2

ω′

e2

2m2
p

+
ω′q̄2

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
9 = − e2

mp
+

2ω′q̄ cos θ + q̄2

ω′

e2

2m2
p

+O(1/m3
p),

ABorn
10 = − ω′2q̄

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
11 = (1 + 2κp)ω

′ e
2

2m2
p

− ω′2(ω′ − q̄ cos θ)

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

ABorn
12 = −(1 + κp) cos θ ω

′ e
2

2m2
p

− ω′2(q̄ − ω′ cos θ)

f(ω′, q̄, θ)

e2gA
8π2F 2

π

+O(1/m3
p),

(136)

where
f(ω′, q̄, θ) =M2

π + ω′2 + q̄2 − 2ω′q̄ cos θ (137)

originates from the pion pole term.
After dividing the amplitude TVCS into a gauge-invariant generalized Born

piece TBorn
VCS and a structure-dependent residual component TR

VCS, the so-called
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generalized polarizabilities (GPs) of Ref. [145] result from an analysis of the
residual term in terms of electromagnetic multipoles. A restriction to the
lowest order, i.e., terms linear in ω′, leads to only electric and magnetic
dipole radiation in the final state. Parity and angular-momentum selection
rules, charge-conjugation symmetry, and particle crossing generate six inde-
pendent GPs [145, 150, 151]. Predictions for the GPs of the nucleon have
been obtained, for example, in the constituent quark model [145, 152], in
HBChPT at O(q3) [147, 153] and O(q4) [154, 155], as well as in the small-
scale expansion at O(q3) [149]. The predictions of HBChPT at O(q3) contain
no unknown LECs, i.e., they are given in terms of the pion mass, the axial-
vector coupling constant gA, and the pion-decay constant Fπ. In the case of
the spin-independent polarizabilities we have for the proton and the neutron

αE(q̄
2) =

5e2g2A
384π2F 2

πMπ

(

1− 7

50

q̄2

M2
π

+
81

2800

q̄4

M4
π

+ . . .

)

,

βM(q̄2) =
e2g2A

768π2F 2
πMπ

(

1 +
1

5

q̄2

M2
π

− 39

560

q̄4

M4
π

+ . . .

)

.

(138)

Note that at q̄ = 0 the values of the generalized polarizabilities coincide with
their real photon counterparts. In the case of the electric polarizability, the
q̄2 dependence involves a general fall-off with the scale q̄2/M2

π as expected
from the contribution of the pion cloud. After Fourier transforming we find
that the local polarizability involves a maximum at the center and a falloff
with size ∼ δ ∼ 1/Mπ. In the case of the magnetic polarizability, there is
an increase in momentum space before a general falloff as expected from the
pion-cloud contribution. Thus, there is a prediction of both paramagnetic
and diamagnetic behavior.

A covariant definition of the spin-averaged dipole polarizabilities was pro-
posed in Ref. [156]. It was shown that three generalized dipole polarizabilities
are needed to reconstruct the location of the polarization by Fourier trans-
forming. For example, if the nucleon is exposed to a static and uniform
external electric field E, an electric polarization P is generated which is
related to the density of the induced electric dipole moments,

Pi(r) = 4παij(r)Ej. (139)

The tensor αij(r), i.e. the density of the full electric polarizability of the
system, can be expressed as [156]

αij(r) = αL(r)
rirj
r2

+αT (r)
r2δij − rirj

r2
+
3rirj − r2δij

r5

∫ ∞

r

dr′r′2[αL(r
′)−αT (r

′)] ,
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Figure 4: Scaled electric polarization r3αi1 [10−3 fm3] [157]. The applied
electric field points in the x direction.

where αL(r) and αT (r) are Fourier transforms of the generalized longitudinal
and transverse electric polarizabilities αL(q

2) and αT (q
2), respectively. In

particular, it is important to realize that both longitudinal and transverse
polarizabilities are needed to fully recover the electric polarization P . Fig-
ure 4 shows the induced polarization inside a proton as calculated in the
framework of HBChPT at O(q3) [157]. Since αL(q

2) and αT (q
2) differ, the

polarization does not necessarily point into the direction of the applied elec-
tric field. Similar considerations apply to an external magnetic field. Since
the magnetic induction is always transverse (i.e., ∇ ·B = 0), it is sufficient
to consider βij(r) = β(r)δij [156]. The induced magnetization M is given in
terms of the density of the magnetic polarizability as M(r) = 4πβ(r)H.

On the experimental side, such experiments are extremely challenging
since the cross section is dominated by the Bethe-Heitler and Born processes
and the structure-dependent terms involving generalized polarizabilities rep-
resent small corrections. Expanding in terms of the final-state-photon center-
of-mass energy, we have

d5σ(peγ) = d5σBH+Born + ω′ [vLL(PLL − PTT/ǫ) + vLTPLT ] +O(ω′2), (140)
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where d5σ is shorthand for d5σ/dk′labdΩ
′
e labdΩγcm and vLL, vLT are known

kinematic factors. The generalized polarizabilities are contained in the struc-
ture functions

PLL − PTT/ǫ =
4mp

αem
Gp

E(Q
2)αp

E(Q
2) + spin GPs,

PLT = −2mp

αem

√

|qcm|2
Q2

Gp
E(Q

2)βp
M(Q2) + spin GPs,

(141)

where Gp
E(Q

2) is the electric form factor of the proton. Despite the experi-
mental challenges, the virtual Compton scattering process has been studied
at MAMI [34, 37], at JLab [35, 39], and at Bates [36, 38], with results for
the generalized polarizabilities αp

E(Q
2), βp

M(Q2) shown in Figure 5, where it
can be seen that there exists rough agreement with the chiral expectations.
However, experiments with increased statistics are clearly called for. Finally,
the generalized polarizabilities of pions and kaons have been discussed in
Refs. [156, 158, 159, 160].

6 Conclusion

Above we have studied various aspects of hadron polarizabilities, which mea-
sure the response of such systems to the imposition of electric and magne-
tizing fields, which are supplied in a Compton scattering process. In the
case of the nucleon, the proton and neutron electric and magnetic (scalar)
polarizabilities αE and βM , which arise at O(ω2) with respect to the leading
Thomson amplitude, are found experimentally to be

αE ≃ 6βM ≃ 12× 10−4 fm3 (142)

and are in line with what is expected from heavy-baryon chiral perturba-
tive estimates, indicating the importance of the meson cloud in the nucleon
analysis. In the case of the charged pion, chiral symmetry provides a strong
constraint in terms of radiative pion beta decay and ChPT makes a firm
prediction beyond the current-algebra result at the two-loop level. Both
the experimental determination as well as the theoretical extraction from
experiment require further efforts. We also have studied the higher-order
manifestations of polarizabilities. At O(ω3) we have discussed the four spin
polarizabilities, which are just now beginning to be measured at MAMI and
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potentially at HIGS. We also looked at polarizabilities which arise at O(ω4)
and higher and confronted chiral estimates with “measured” values from dis-
persion relations. Finally, we have looked at the generalized polarizabilities,
which examine the local polarizability distributions. As a general observa-
tion we conclude that the gross picture is described by the lowest, nontrivial
order in ChPT and precise measurements will provide valuable guidance for
assessing the physics beyond lowest-order dynamics.
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