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3.5 (Left) An example of a \( x \)- vs. \( y \)-vertex distribution from FROST-g9b data (900 MeV nominal coherent edge) based on \( p\pi^+\pi^- \) events. A cut of \( x^2 + y^2 < 9 \text{ cm}^2 \) was applied in the analysis. (Right) A comparison of the \( z \)-vertex reconstruction for the event from the MVRT bank and the \( z \)-vertex information for the proton from the TBTR bank is shown here. Photon selection cuts and \( \Delta \beta \) cuts were applied before comparing the two vertex information. The straight line inclined at an angle of 45\( ^\circ \) showed that the two banks gave very similar results.

3.6 The \( z \)-vertex distribution (axis along the beam line) of all reconstructed particles in FROST-g9b; values from the MVRT bank. The positions of the three different targets are clearly visible. The small peak observed at \( \sim 12.5 \text{ cm} \) originated from the end-cap of the heat shield. The red line denotes the data containing all \( p\pi^+\pi^- \) events. The blue line denotes these events after applying cuts on accidentals and \( \Delta \beta \).

3.7 Example of a missing-mass distribution for the \( n\pi^+ \) channel from FROST-g9a data for \( W = 1.25 - 1.50 \text{ GeV} \), integrated over all angles. Events in the red histogram are from the butanol target and events in the blue histogram are from the \( ^{12}\text{C} \) target with \( z \)-vertex larger 5.0 \text{ cm} and smaller than 7.5 \text{ cm}. The blue histogram is scaled by 5.26. The distribution from the \( ^{12}\text{C} \) target region shows a narrow peak at the mass of the neutron. Courtesy of Steffen Strauch (University of South Carolina).

3.8 Example of results from kinematic fitting. Energy and momentum conservation was imposed on Topology 4 in the reaction \( \gamma p \rightarrow p\pi^+\pi^- \). (Left) A confidence-level distribution. It peaks toward zero but flattens out toward one. (Right) A pull distribution of the incoming photon energy. Ideally, such a distribution is Gaussian in shape, centered at the origin \( (\mu = 0) \) and has a sigma of one \( (\sigma = 1) \).

3.9 Missing-mass distributions from the butanol target before (dotted blue histogram) and after (solid red histogram) applying energy-loss corrections using the Topology \( \gamma p \rightarrow p\pi^+(\pi^-) \). The vertical line denotes the mass of the \( \pi^- \). In this example, the
energy-loss corrections improved the peak position and made the width noticeably smaller. However, the peak was not positioned exactly at the $\pi^-$ mass, yet; further corrections were needed. The picture was made using three runs from the FROST-g9b 1300-MeV data set (nominal coherent edge).

3.10 Azimuthal dependence in the lab frame of the missing mass X in the reaction $\gamma p \to \pi^+ X$ before (left) and after (right) applying momentum corrections for $E_\gamma \in [1.3, 1.4]$ GeV. The data shown are from the g9b data set with PARA beam and ‘+’ target polarization.

3.11 Azimuthal dependence in the laboratory frame of the missing mass X in the reaction $\gamma p \to p\pi^+ X$ before (left) and after (right) applying momentum corrections for $E_\gamma \in [1.2, 1.3]$ GeV. The data shown are from the g9b data set with PARA beam and ‘+’ target polarization.

3.12 Examples of g9b pull and confidence-level distributions (Period 3, runs 62374-62464) from the butanol target at various stages in the analysis. The green-dotted line was made from the raw data without applying any corrections. After the ELoss package was applied, the red-dashed line was obtained. A significant improvement was observed, in particular for the momentum pulls. Finally, momentum and angle corrections (Section 3.6.4) were applied and the blue-solid histograms were obtained. These pull and the confidence-level distributions are based on Topology 4, $\gamma p \to p\pi^+\pi^-$, with a 5% confidence-level cut applied. The lines represent Gaussian fits to the data; the mean and $\sigma$ values of the fits can also be found in Table 3.10.

3.13 Examples of g9b pull and confidence-level distributions (1.3 GeV coherent edge) from the butanol target at various stages in the analysis. The green-dotted line was made from the raw data without applying any corrections. After the ELoss package was applied, the red-dashed line was obtained. A significant improvement was observed, in particular for the momentum pulls. Finally, momentum and angle corrections (Section 3.6.4) were applied and the blue-solid histograms were obtained. These pull and the confidence-level distributions are based on Topology 4, $\gamma p \to p\pi^+\pi^-$, with a 5% confidence-level cut applied. The lines represent Gaussian fits to the data; the mean and $\sigma$ values of the fits can also be found in Table 3.10.

3.14 (Left column) Mean values of the $\lambda$ pull distributions versus the lab azimuthal angle from Topology 4 of FROST-g9b (1.5 GeV coherent-edge data set) for the proton (top), $\pi^+$ (center) and $\pi^-$ (bottom) after applying energy-loss and momentum corrections. The modulations observed in these plots indicated that the azimuthal angles (from the momentum vectors) in the lab system required separate corrections for each particle. (Right column) The same distributions after applying the angle corrections. The initial modulations were successfully corrected.

3.15 Degree of circular polarization in units of $|\delta_\gamma/\delta_{e^-}|$ as a function of photon energy.

3.16 An enhancement peak (top) and the corresponding degree of beam polarization (bottom) from the 1100 MeV nominal coherent edge data set of FROST-g9b with PERP beam setting (data points shown in blue in the picture). The fit to the enhancement
is shown in green. The actual coherent edge is located at 1099.0 MeV in this example. Figure taken from [76].

3.17 Comparison between the polarization observable $I^\circ$ before and after applying the correction for beam-charge asymmetry. Image source: [78].

3.18 Examples of the beam-charge asymmetry for (left) earlier g9b runs, 62225-62704, and (right) later g9b runs, 63508-63598. The values are typically smaller than 0.2%. Pictures from [77].

3.19 Target polarization versus run number in g9b. Image source: [62].

3.20 A schematic of the offset angle in the lab frame when the target polarization direction is denoted as “+”. The z-axis is defined in the direction of the incoming photon beam.

3.21 (Left) The polarized target material consisted of 1.5 mm beads of frozen Butanol doped with the paramagnetic radical TEMPO. They were contained within a 15 $\times$ 50 mm Kel-F cup. Here the beads had just been loaded into the cup (under liquid nitrogen) and were ready to be attached to the target insert. (Right) An schematic illustration of the dilution factor.

3.22 (Left) An example of a mass distribution from the butanol target for topology 1 ($\pi^-$ missing in all $p\pi^+\pi^-$ events). The black curve shows the mass distribution after applying photon selection cuts, particle selection cuts and energy-momentum corrections. The blue curve represents events which survived after applying a $CL > 5\%$ cut and the red filled plot shows the events which did not survive this cut. A lot of background events remained in the blue distribution which could be assigned to kinematically-good events originating from bound nucleons of the butanol target. (Right) Missing $\pi^-$ mass distributions for the reaction $\gamma p \rightarrow p\pi^+\pi^-$ from the butanol (black curve) and carbon (red curve) targets.

3.23 A typical example of a $\pi^+\pi^-\pi^0$ mass distribution of 300 nearest-neighbors for a chosen butanol event with $E_\gamma \in [1.2, 1.3]$ GeV. The blue solid line represents the total fit, the red solid line the signal, and the blue dotted line the background function. The “seed” value gave the $3\pi$ mass of the signal candidate. The $Q$-factor was given by $S/T$ where $S$ ($T$) was the height of the signal pdf (total pdf) at the “seed” value.

3.24 (Left column) Examples of reduced-$\chi^2$ distributions from g9b (PARA beam & ‘+’ target polarization) for (from top to bottom) $E_\gamma \in [1.2, 1.3]$ GeV, $E_\gamma \in [1.3, 1.4]$ GeV, and $E_\gamma \in [1.4, 1.5]$ GeV. (Right column) Examples of $\lambda$ distributions for the same energy bins. The black line denotes the butanol, the red line the signal, and the blue solid line the background distribution.

3.25 Examples of g9b (circular beam polarization) invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \rightarrow p\omega$ (Period 3, positive beam helicity). Shown are 100-MeV wide energy bins starting at $E_\gamma \in [1100, 1200]$ MeV (top left), $E_\gamma \in [1200, 1300]$ MeV (top right), etc. The background description at threshold was challenging close to the reaction...
threshold. We refer to Section 5.1 for a discussion on the corresponding systematic uncertainty.

3.26 Continuation of Figure 3.25 (previous page). Examples of g9b (circular beam polarization) invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \rightarrow p \omega$ (Period 3, positive beam helicity). Shown are 100-MeV wide energy bins starting at $E_\gamma \in [2100, 2200]$ MeV (top left), $E_\gamma \in [2200, 2300]$ MeV (top right), etc.

3.27 Examples of g9b (linear beam polarization) invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \rightarrow p \omega$ (beam polarization PARA & target polarization +). Shown are 100-MeV wide energy bins starting at $E_\gamma \in [1100, 1200]$ MeV (top left), $E_\gamma \in [1200, 1300]$ MeV (top right), etc. The background description at threshold was challenging close to the reaction threshold. We refer to Section 5.1 for a discussion on the corresponding systematic uncertainty.

3.28 (Left) Example of a g9b missing-mass distribution for $E_\gamma \in [1.2, 1.3]$ GeV. The green distribution denotes the butanol data, the red distribution the signal (data weighted with Q), and the blue distribution shows the background (data weighted with $1-Q$). The carbon and scaled carbon distributions are given by the black and the magenta distributions, respectively. (Right) A zero-order fit of the butanol/carbon ratio in the mass range $[300, 500]$ MeV to determine the scale factor.

3.29 Example of a reduced-$\chi^2$ distribution from the data shown in Figure 3.28.

3.30 Examples of g9b missing-mass distributions for $E_\gamma \in [0.8, 0.9]$ GeV (left) as well as $E_\gamma \in [1.5, 1.6]$ GeV (right); shown are Topology 1 (top), Topology 2 (center), & Topology 4 (bottom). The green distribution denotes the butanol data, the red distribution the signal (data weighted with Q), and the blue distribution shows the background (data weighted with $1-Q$). The carbon and scaled carbon distributions are given by the black and the magenta distributions, respectively.

3.31 Examples of g9b missing-mass distributions for the two-pion reaction $\gamma p \rightarrow p \pi^+\pi^-$ (beam polarization PARA & target polarization +). The individual rows show the energy bins 700-800 MeV, 800-900 MeV, 900-1000 MeV, 1000-1100 MeV, 1100-1200 MeV. The three columns represent Topology 1 (left), Topology 2 (center), Topology 4 (right). See text for more details.

3.32 Examples of g9b missing-mass distributions for the two-pion reaction $\gamma p \rightarrow p \pi^+\pi^-$ (beam polarization PARA & target polarization +). The individual rows show the energy bins 1200-1300 MeV, 1400-1500 MeV, 1600-1700 MeV, 1800-1900 MeV, 2000-2100 MeV. The three columns represent Topology 1 (left), Topology 2 (center), Topology 4 (right). Note that we used the missing-pion peak above 1600 MeV in Topology 4. See text for more details.

4.1 A diagram describing the kinematics of the reaction $\gamma p \rightarrow p \omega$. The blue plane represents the center-of-mass production plane composed of the initial photon and the recoil proton. The angle $\Theta_{c.m.}$ denotes the angle between the initial proton and the...
ω meson in the center-of-mass system. The z-axis is chosen to be along the direction of the incoming photon beam. The y-axis is defined as $\hat{y} = \frac{\hat{p}_{\text{rec}} \times \hat{z}}{|\hat{p}_{\text{rec}} \times \hat{z}|}$, where $\hat{p}_{\text{rec}}$ is a unit vector along the momentum of the recoil proton. The x-axis then lies on the production plane.

4.2 A diagram describing the kinematics of the reaction $\gamma p \rightarrow p \pi^+ \pi^-$. The blue plane represents the center-of-mass production plane composed of the initial photon and one of the final-state particles, whereas the red plane represents the decay plane formed by the other two final-state particles. $a$, $b_1$, and $b_2$ denote the three particles of the final state. The z-axis is chosen along the direction of the incoming photon beam. The y-axis is defined as $\hat{y} = \frac{\hat{p}_{\text{rec}} \times \hat{z}}{|\hat{p}_{\text{rec}} \times \hat{z}|}$, where $\hat{p}_{\text{rec}}$ is a unit vector along the momentum of the recoil proton. If the chosen particle is represented by particle $a$, then the y-axis will point in the direction as shown in the figure. Moreover, $k$ is the momentum of the initial photon and the particle $p$ denotes the polarized proton in the FROST target. If we assume that particle $a$ is the recoiling proton, then $b_1$ and $b_2$ will be the two pions, $\pi^+$ and $\pi^-$. The angle $\Theta_{\text{c.m.}}$ denotes the angle between the initial photon and the particle $a$ in the center-of-mass system. Finally, $\phi^*$ and $\theta^*$ indicate the azimuthal and polar angles of the particle $b_1$ in the rest frame of $b_1$ and $b_2$. In our analysis, we chose $\pi^+$ as $b_1$. Hence, we will use the notations $\phi_{\pi^+}$ ($\theta_{\pi^+}$) instead of $\phi^*$ ($\theta^*$) in our results.

4.3 Distributions of the $Q$-value weighted degrees of the photon beam polarization, $\delta$, for PARA setting (top row) and PERP setting (bottom row) in the energy bin $E_\gamma \in [0.9, 1.0]$ GeV. The left plots are for ‘$+$’ target polarization and the right plots are for ‘$-$’ target polarization. In conclusion, $\delta^+_{||}$ and $\delta^-_{||}$ differed by less than 1% in this energy bin. In case of the PERP beam polarization, $\delta^+_{\perp}$ and $\delta^-_{\perp}$ differed by about 3.6%.

4.4 A comparison of the average PARA beam polarization (left) and PERP beam polarization (right) for the two target polarization settings (‘$+$’ shown in red and ‘$-$’ shown in blue) in all photon energy bins in the FROST-g9b data. In both plots, bin number one on the x-axis corresponds to the 700-800 MeV energy bin, bin number two corresponds to the 800-900 MeV energy bin, etc. We clearly see from this figure that in any given energy bin, the average degrees of beam polarization for the two target settings were very similar.

4.5 Examples of the $\Sigma$ observable from FROST-g9b (red circles) for $E \in [1.30, 1.40]$ GeV (left) and $E \in [1.40, 1.50]$ GeV (right). Our results agree fairly well within statistical uncertainties with results published by the GRAAL Collaboration in 2006 [30] (magenta triangles) and by the CBELSA/TAPS Collaboration in 2008 [31] (gray squares). The angular distributions published by the GRAAL Collaboration in 2015 [32] (blue circles) have a smaller amplitude than our FROST results and the other published results, which could be due to an error in their overall normalization. Furthermore, the good agreement between our results, the GRAAL 2006 results (obtained from the $\pi^+\pi^-\pi^0$ decay mode) and the CBELSA/TAPS 2008 results (obtained from the radiative decay mode) indicates that the acceptance effects on our results are negligible.
4.6 (Left) The $T$ observable in the energy bin $E_\gamma \in \left[1.50, 1.60\right]$ GeV from the g9b Period 13-2 combination (shown in gray) and the Period 5-4 combination (shown in magenta). The red data points denote the uncertainty-weighted average. Center: The $T$ observable in the same energy bin from the linearly-polarized g9b data (shown in blue) and the comparison with the averaged $T$ result from the circularly-polarized g9b data (shown in red). Again, the two results agree fairly well which indicates that our method to unpolarize the beam by combining data sets worked well. (Right) The $T$ observable in a lower-energy bin, $E_\gamma \in \left[1.30, 1.40\right]$ GeV, from the linearly-polarized data (shown in blue) and the corresponding circularly-polarized data (shown in red). The two results agree within statistical errors but we see a small systematic shift in the blue data points which might be attributed to the effect of the different holding field orientations.

4.7 Examples of the $F$ observable for $E_\gamma \in \left[1.40, 1.50\right]$ GeV (left) and $E_\gamma \in \left[1.50, 1.60\right]$ GeV (right) from the g9b (circular) data. The data points shown in gray were obtained from combination132. The data points shown in magenta were obtained from combination45. The data shown in red represent uncertainty-weighted average.

4.8 Example of the double-polarization observable $H$ and the recoil-polarization observable $P$ for $E_\gamma \in \left[1.70, 1.80\right]$ GeV from the g9b data which utilized a linearly-polarized beam and a transversely-polarized target. As mentioned in Section 4.1.1, a coarser binning scheme is used since the $\phi_{\text{lab}}$ angular distributions have a more complicated form (as shown in Equation 4.52).

4.9 Observables $I^s$ (left) and $I^c$ (right) in the energy bin $E_\gamma \in \left[1.3, 1.4\right]$ GeV after performing a statistics-weighted average over results from the three topologies. The averaged observables from the FROST-g9b experiment (shown in red) are in excellent agreement with the averaged results from the CLAS-g8b experiment (shown in blue). The solid curves are third-order Fourier sine (cosine) fits to the $I^s$ ($I^c$) results from CLAS-g8b.

4.10 A comparison between results on $I^s$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in \left[1.3, 1.4\right]$ GeV. Results are shown as a function of $\cos \theta_{\pi^+}$ and $\phi_{\pi^+}$ from two independent experiments, the g9b experiment (top) and the CLAS-g8b experiment (bottom).

4.11 A comparison between results on $I^c$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in \left[1.3, 1.4\right]$ GeV. Results are shown as a function of $\cos \theta_{\pi^+}$ and $\phi_{\pi^+}$ from two independent experiments, the g9b experiment (top) and the CLAS-g8b experiment (bottom).

4.12 The differences between Topology 0 and the individual topologies for the observables $I^s$ (left) and observables $I^c$ (right) extracted from the FROST-g9b experiment. Here,
Topology 0 denotes the weighted average of the three topologies. The differences presented here are integrated over all kinematic bins.

4.13 A comparison between results on $P_x$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown as a function of $\cos \theta_{x^+}$ and $\phi_{x^+}$. The bottom half shows the final results as averages (red circles) over all topologies in the same energy bin. The solid curves are second-order Fourier sine fits to the final results for $P_x$.

4.14 A comparison between results on $P_y$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown as a function of $\cos \theta_{x^+}$ and $\phi_{x^+}$. The bottom half shows the final results as averages (red circles) over all topologies in the same energy bin. The solid curves are second-order Fourier cosine fits to the final results for $P_y$.

4.15 The differences between Topology 0 and the individual topologies for the observables $P_x$ (left) and $P_y$ (right) extracted from the FROST-g9b experiment. Topology 0 corresponds to the average of the three topologies. The presented differences are integrated over all kinematic bins.

4.16 A comparison between results from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles), and their average (black open squares) in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown for the angle bins $-1.0 < \cos \theta_{x^+} < 0.0$ (top) and $0.0 < \cos \theta_{x^+} < 1.0$ (bottom) for the observable $P_x^s$ (first column), $P_x^c$ (second column), $P_y^s$ (third column) and $P_y^c$ (fourth column). In each $\cos \theta_{x^+}$ bin, the data are plotted as a function of $\phi_{x^+}$.

4.17 The weighted average of the results over all topologies for the observables $P_x^s$ (first column), $P_x^c$ (second column), $P_y^s$ (third column), and $P_y^c$ (fourth column) in $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown for the angle bins $-1.0 < \cos \theta_{x^+} < 0.0$ (top row) and $0.0 < \cos \theta_{x^+} < 1.0$ (bottom row). The $x$-axis is $\phi_{x^+}$. The solid curves are second-order Fourier sine (cosine) fits to the averaged results on $P_x^s$, $P_y^s$ ($P_x^c$, $P_y^c$).

4.18 Distributions of differences between results from Topology 0 and the individual topologies on the observables $P_x^s$ (first row), $P_x^c$ (second row), $P_y^s$ (third row), and $P_y^c$ (fourth row). Topology 0 denotes the average of the three topologies. The differences presented here are integrated over all kinematic bins.

5.1 (Left) An invariant-mass distribution of the $(\pi^+\pi^-\pi^0)$ system obtained from the butanol target for $E \in [1.2, 1.3]$ GeV. The $\omega$ peak was fitted with a Gaussian function (red dashed curve) and the corresponding mean and $\sigma$ were determined. (Right) The mass distribution was then weighted by $(1 - Q)$ and the region lying within $[\omega_{\text{peak}} \pm 5 \sigma]$ was fitted with a second-order polynomial function (red dashed curve). Data used: 1.3 GeV coherent edge data set with PARA beam and ‘+’ target polarization.
6.1 Measurement of the beam-asymmetry $\Sigma$ associated with a linearly-polarized photon beam and an unpolarized target in the reaction $\gamma p \rightarrow p \omega$. Results are shown for the whole energy range $E_\gamma \in [1.1, 2.1]$ GeV. The FROST results (red circles) are compared with previously published results from the GRAAL collaboration in 2006 using the $\pi^+\pi^-\pi^0$ decay mode [30] (magenta open circles), the CBELSA/TAPS collaboration in 2008 using the radiative decay channel [31] (gray squares) and a weighted average of results from both decay modes determined by the GRAAL collaboration in 2015 [32] (blue inverted triangles). The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

6.2 First-time measurement of the target-asymmetry $T$ for the reaction $\gamma p \rightarrow p \omega$. Results are shown for the energy range $E_\gamma \in [1.2, 2.1]$ GeV from the data that utilized a linearly-polarized photon beam (blue squares) and for the energy range $E_\gamma \in [1.2, 2.8]$ GeV from the data that utilized a circularly-polarized photon beam (red circles). The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the observables shown in red circles.

6.3 First-time measurement of the double-polarization observable $F$ in the reaction $\gamma p \rightarrow p \omega$ utilizing a circularly-polarized photon beam and a transversely-polarized target. Results are shown for the whole photon energy range $E_\gamma \in [1.2, 2.8]$ GeV. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

6.4 First-time measurement of the double-polarization observable $H$ in the reaction $\gamma p \rightarrow p \omega$ utilizing a linearly-polarized photon beam and a transversely-polarized target. Results are shown for the whole photon energy range $E_\gamma \in [1.1, 2.1]$ GeV. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

6.5 First-time measurement of the recoil-polarization observable $P$ in the reaction $\gamma p \rightarrow p \omega$ utilizing a linearly-polarized photon beam and a transversely-polarized target. Results are shown for the whole photon energy range $E_\gamma \in [1.1, 2.1]$ GeV. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.
A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [0.7, 0.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.

A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.

A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [0.9, 1.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.

A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [1.0, 1.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.

A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.1, 1.2]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.2, 1.3]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.4, 1.5]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.5, 1.6]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.
6.15 A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.6, 1.7]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion. 174

6.16 A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.7, 1.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion. 175

6.17 A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.8, 1.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion. 175

6.18 A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.9, 2.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion. 176

6.19 A 3-D plot of the observable $I^s$ from FROST (shown in red) and clas-g8 (shown in blue) in the energy bin $E_\gamma \in [2.0, 2.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the clas-g8 results. See text for further discussion. 176

6.20 A 3-D plot showing first-time measurement of the observable $I^c$ in the energy bin $E_\gamma \in [0.7, 0.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the $I^c$ results. See text for further discussion. 177
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E.2 (Left) A comparison of the photon flux ratios in FROST-g9a obtained from the C target (red squares), \(\text{CH}_2\) target (green circles) and gflux files (blue inverted triangles) to assess the systematic error in the flux normalization. (Right) A plot of the asymmetry (red circles) between unscaled Period(s) 13 and Period 2 data sets from FROST-g9b with positive helicities. The data were integrated over all \(\cos \Theta_{\text{c.m.}}\) angles and photon energies. The asymmetry was fitted with the fit function given by Equation E.1 with \(\Phi_R\), \(T\) and \(F\) as fit parameters.
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bin; the red and the blue distributions represent the Q-value weighted signal and background contributions, respectively. .................................................. 220

F.2 Measurement of the target asymmetry in the reaction $\gamma p \rightarrow p \eta$ utilizing a circularly-polarized photon beam and a transversely-polarized target. The results are shown for the photon energy range $E_{\gamma} \in [750, 1150]$ MeV. .................................................. 221
The study of baryon resonances provides a deeper understanding of the strong interaction because the dynamics and relevant degrees of freedom hidden within them are reflected by the properties of the excited states of baryons. Higher-lying excited states at and above 1.7 GeV/c^2 are generally predicted to have strong couplings to final states involving a heavier meson, e.g. one of the vector mesons, ρ, ω, ϕ, as compared to a lighter pseudoscalar meson, e.g. π and η. Decays to the ππN final states via πΔ also become more important through the population of intermediate resonances. We observe that nature invests in mass rather than momentum. The excited states of the nucleon are usually found as broadly overlapping resonances which may decay into a multitude of final states involving mesons and baryons. Polarization observables make it possible to isolate single-resonance contributions from other interference terms. The CLAS g9 (FROST) experiment, as part of the N* spectroscopy program at Jefferson Laboratory, accumulated photoproduction data using circularly- & linearly-polarized photons incident on a transversely-polarized butanol target (g9b experiment) in the photon energy range 0.3 – 2.4 GeV & 0.7 – 2.1 GeV, respectively. In this work, the analysis of reactions and polarization observables which involve two charged pions, either in the fully exclusive reaction γp → pπ^+π^- or in the semi-exclusive reaction with a missing neutral pion, γp → pπ^+π^- (π^0) will be presented. For the reaction γp → pπ^+π^-, eight polarization observables (I^s, I^c, P_x, P_y, P_x^s, P_y^c) have been extracted. The high statistics data rendered it possible to extract these observables in three dimensions. All of them are first-time measurements. The fairly good agreement of I^s and I^c obtained from this analysis with the experimental results from a previous CLAS experiment provides support for the first-time measurements. For the reaction γp → pω → pπ^+π^- (π^0), five polarization observables (T, Σ, F, H, P) have been extracted, four of which are first-time measurements at all energies. This analysis thus represents a comprehensive program on vector-meson photoproduction: The ω is observed and studied directly from the data and the polarization observables for the (broad) ρ can be extracted from the double-pion reaction in a partial-wave analysis. The 13 polarization observables extracted in this analysis substantially augment the world database of polarization observables for these reactions and are expected to play a crucial role in identifying the contributing baryon resonances.
Developing an understanding of the myriad of natural phenomena around us is perhaps one of the most basic human instincts. There have been numerous situations in the past where the knowledge gained by such studies out of sheer inquisitiveness eventually became very useful for serving mankind. For example, until late 1600 electricity was mostly known out of intellectual curiosity. It was observed in nature in the form of lightning, numbing shocks from electric fish or sometimes (in case of static electricity) as a force of attraction when two objects were rubbed against each other. Now electricity has become the backbone of modern society. This and many other discoveries have shown time and again that although it can take a fairly long time to see the benefits of fundamental research, it is absolutely crucial for our development.

One of the forefronts of fundamental research at present is to understand the constituents of matter which we see everywhere around us. It is well known that the atomic nucleus consists of nucleons which are protons and neutrons. Numerous evidences have strongly suggested that these nucleons are made of quarks and gluons, however it is not clear how they interact to give rise to them. The theory which describes quark-gluon interactions, Quantum Chromodynamics (QCD), cannot be solved analytically in the low energy regime (non-perturbative regime) where the nucleons exist. Therefore, physicists resort to other tools to understand them. This chapter will provide a brief overview of QCD and a tool, namely baryon spectroscopy, utilized by physicists to get an insight into the basic properties of nucleons in the non-perturbative QCD regime. Furthermore, the absolute necessity to extract certain observables called ‘polarization observables’ in baryon spectroscopy will be explained. The motivation for extracting a set of these observables for $\omega$ and $\pi^+\pi^-$ photoproduction in this work will be discussed. It will be shown that this analysis will contribute significantly to the current status of our understanding of the resonant contributions to these reactions.
1.1 Quantum Chromodynamics

The universe consists of particles which interact with each other via force(s). Four fundamental forces have been observed in nature. They can be listed in an increasing order of their strength as follows: the gravitational force, the electroweak force, the electromagnetic force and the strong force. The electromagnetic force binds the constituents of an atom (electrons and the nucleus) together. The nucleus is further made of nucleons which are protons and neutrons. These sub-nuclear particles have been found to be a part of a big family of composite particles called ‘hadrons’ which were studied extensively since the 1960s and, owing to their complexity, are a popular topic of research to date. It is now well established that hadrons are made of quarks (which are spin-1/2 fermions) and gluons (which are massless vector bosons). They interact via the strong force. The theoretical description of this force is given by a specific type of quantum field theory, known as Quantum Chromodynamics (QCD). The strong force is a short-range force which varies rapidly with distance. It exhibits two very peculiar features:

- Asymptotic freedom
- Confinement

Let us first discuss about asymptotic freedom. At short distances, or equivalently at high energies or momentum transfers, $Q$, the quarks behave as if they are asymptotically free. This means that the strong coupling constant, $\alpha_s$, which is a measure of the strength of the strong force, vanishes asymptotically at short distances. This behavior of the strong force was first mathematically derived and thus discovered by David Gross and Frank Wilczek in 1973, and also independently by David Politzer in the same year. They received the Nobel prize in 2004 for their extraordinary work. Note that asymptotic freedom could be mathematically derived since it occurs at high energies where QCD can be solved using perturbation theory. David Gross explained the mechanism using a simple analogy of magnetic screening [1]. Virtual quarks coming the from quantum vacuum surround the bare quark and ‘screen’ or decrease the effective charge, analogous to diamagnets which ‘screen’ or decrease the applied external magnetic field. However, virtual gluons, being bosons, have the opposite effect. They ‘anti-screen’ or increase the effective charge, similar to paramagnets which align their magnetic dipoles parallel to the external field thereby increasing its strength. The effective charge is enhanced with larger distance as a thicker cloud of virtual gluons surrounding
the bare quark is created. This also means that the anti-screening effect decreases the effective charge (and hence the corresponding effective coupling) with shorter distances. The strong force is asymptotically free since the anti-screening effect of the virtual gluons overcomes the screening effect of the virtual quarks. This behavior has been experimentally confirmed in various high energy experiments as shown in Figure 1.1.

Quite opposite to asymptotic freedom, at large distances (or equivalently at low $Q$) the phenomenon of confinement is observed. In this energy regime, the quarks are so tightly bound to each other that they become inseparable. The amount of energy applied to separate the quarks within a hadron favors creation of new hadrons over isolation of the quarks. This happens in the non-perturbative energy regime where QCD cannot be analytically solved. Hence, no analytic proof for confinement of quarks exists at present. However, the concept of anti-screening, which was introduced to explain asymptotic freedom, also provides a good qualitative explanation for confinement. Frank Wilczek explained in his Nobel lecture that in the hypothetical situation where
we have an isolated quark, the energy of the cloud of virtual gluons surrounding the quark would keep increasing with distance due to anti-screening and diverge to infinity. This catastrophic divergence is prevented in reality by the presence of an antiquark whose anticloud overlaps with the quark’s cloud in such a way that the total energy of the system stays finite. It is the phenomenon of confinement which gives stability to nucleons and nuclei in matter. At distances of the order of a femtometer, the strong force is approximately 137 times stronger than the electromagnetic force. Not only does this force bind the quarks and gluons very strongly at these distances, but in addition its residual effects also bind the protons and neutrons together within the nucleus. It is also worth mentioning here that although we cannot see free quarks in nature due to confinement, there are so many indirect evidences for their existence that they are considered as ‘real’ as electrons.

QCD, the theory of strong interaction, is in some respects similar to Quantum Electrodynamics (QED), the theory of electromagnetic interaction. For instance, each quark also has an antiquark (antiparticle of quark), just as a positron is the antiparticle of an electron. Gluons serve as the mediators of the strong interaction, similar to photons which are the mediators of the electromagnetic interaction. Furthermore, similar to the electric charge in QED, we have ‘color charge’ in QCD. Each quark carries a color charge and each antiquark carries an anti-color charge.

However, there are certain differences which make QCD much more complex than QED. A fundamental difference between QCD and QED is that in addition to quarks, gluons also carry color charge, whereas photons do not carry any electric charge. Therefore, gluons participate in the strong interaction in addition to mediating it unlike photons in QED. We have seen earlier that, since virtual gluons in the quantum vacuum carry color charge they can influence the effective color charge, and since they are bosons they anti-screen the color charge. Without this property of the gluons the phenomena of confinement and asymptotic freedom would not have been observed in nature! Furthermore, unlike one electric charge in QED, there are three color charges. While the electric charge of a charged particle can be measured, the color charge of a color-charged particle cannot be measured due to confinement. The three color charges (anti-charges) are referred to as red (anti-red), green (anti-green) and blue (anti-blue); however it should be noted here that these charges are completely unrelated to the three primary colors of vision. These names are merely used to comprehend the idea of observing only ‘color-neutral’ hadrons. To explain this further, it is necessary to mention that all hadrons have the following components:
• A set of bare quarks which determine the quantum numbers of the hadron. They are called ‘valence’ quarks,
• The gluons which are the quanta of the color field,
• An infinite number of bare quark-antiquark pairs which do not contribute to the quantum numbers of the hadron. They can be created from the quantum vacuum as well as from gluons. These quarks (antiquarks) are referred to as ‘sea’ quarks (antiquarks).

All established hadrons can be broadly classified into two groups based on spin: Baryons and Mesons. The baryons obey Fermi-Dirac statistics whereas the mesons obey Bose-Einstein statistics. In the quark model, a baryon is described as a system of three valence quarks carrying a red, a green and a blue color, respectively, to make it overall color-neutral. This is loosely analogous to a mixture of the three primary colors of vision which results in an overall ‘white or colorless’ state. The lowest-mass baryons are the proton and the neutron. A meson is a system of a valence quark and a valence antiquark carrying a color and the corresponding anti-color, respectively in order to make it color-neutral. The lowest mass meson observed in nature is the pion.

1.2 Hadron Properties and Nomenclature

Hadrons are named based on their mass and a set of associated quantum numbers which describe their properties. These quantum numbers are the isospin, $I$, the flavor quantum number, the total angular momentum quantum number, $J$, the parity, $P$, and the charge conjugation quantum number $C$ (for neutral mesons). The isospin quantum number tells us how many different charged states of the same particle (that is, the same mass, spin and parity) exist. For an isospin $I$, $(2I+1)$ states, or equivalently third components of isospin ($I_z$), exist. For example, the nucleon has isospin $I = 1/2$ with the proton and the neutron as the two isospin projections.

The flavor quantum number refers to the quark content. Six quarks have been identified in nature and each of them has a unique flavor. By convention, the flavor quantum number is assigned the same sign as the electric charge of the quark:

• The up quark, denoted as $u$, has electric charge = $+2/3$ times the electron charge $e$. It has $I_z = 1/2$, as its flavor.
• The down quark, denoted as $d$, has charge = $-1/3$ ($e$). It is the isospin partner of the $u$ quark and hence it has $I_z = -1/2$ as its flavor.
- The strange quark, $s$, has strangeness as its flavor. Each strange quark carries charge $-1/3\, (e)$ and hence strangeness $S = -1$.

- The flavor for the charm quark, $c$, is its charmness $C$. The charge of the $c$ quark is $+2/3\, (e)$ and hence $C = +1$.

- The flavor for the top quark, $t$, is its topness $T$. It carries a charge $+2/3\, (e)$ and flavor $T = +1$.

- The bottom quark, $b$, has $-1/3\, (e)$ as its electric charge and bottomness $B = -1$ as its flavor.

Gluons do not carry any flavor, i.e. they are flavor neutral. Therefore, the strong force depends only on color and is flavor blind. The quarks $u$, $d$ and $s$ are usually referred to as ‘light quarks’ since they are the three lowest-mass quarks among the six quarks. The other three quarks, $c$, $b$ and $t$, are much heavier and are referred to as ‘heavy quarks’. In this dissertation, we will only work with light hadrons made of $u$ and $d$ quarks. Note that since free quarks do not exist in nature, the quark masses are merely parameters and their values depend on the method which is used to extract them from hadronic properties. The conventional values of mass quoted for the (bare) quarks accounts for only $\sim 1 - 3\%$ of the hadron mass. The rest of the mass comes from the energy of the color field.

The total angular momentum $\vec{J}$ is a vector sum of the orbital angular momentum $\vec{L}$ and the total spin $\vec{S}$. Therefore, the quantum number $J$ can take values $|L - S|, |L - S + 1|, \ldots, |L + S - 1|, |L + S|$. In the naive quark model picture, a meson can have spin $S = 0$ (when the quark and antiquark are anti-aligned), or 1 (when they are aligned). Thus, we see that mesons are bosons. A baryon can have spin $3/2$ when all three quark spins are aligned, or $1/2$ when one of the three quarks is anti-aligned. Thus, baryons are fermions.

The parity operator leads to an inversion of the spatial coordinates. For hadrons, the parity quantum number $P$ serves as a good quantum number. It can have only two values, 1 or $-1$. If the state is invariant under spatial inversion, then $P = +1$ and the state is said to have ‘even’ parity. A state with $P = -1$ is said to have ‘odd’ parity. The parity of hadrons depends on $L$. For baryons, $P = (-1)^L$. Hence, the ground state baryons ($L = 0$) have ‘+’ parity. For mesons, there is an additional factor of $-1$ since its quark and antiquark have opposite parities. Therefore, mesons have parity $P = (-1)^{L+1}$. The quantum numbers $J$ and $P$ can be experimentally measured. $L$ and $S$ may be inferred from them using the above relations.
Table 1.1: Light meson nomenclature based on their properties.

<table>
<thead>
<tr>
<th>$q\bar{q}$ content &amp; isospin</th>
<th>$2S+1L_J = \frac{1}{(L_{\text{even})<em>J}} \frac{1}{(L</em>{\text{odd})<em>J}} \frac{3}{(L</em>{\text{even})<em>J}} \frac{3}{(L</em>{\text{odd})_J}}$</th>
<th>$PC = -+ +-- +$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ud, u\bar{u} - dd, d\bar{u}$ ($I = 1$)</td>
<td>$\pi$</td>
<td>$b$</td>
</tr>
<tr>
<td>$dd + u\bar{u}$ and/or $s\bar{s}$ ($I = 0$)</td>
<td>$\eta, \eta'$</td>
<td>$h, h'$</td>
</tr>
</tbody>
</table>

Another important operator is the particle-antiparticle conjugation. This operator changes the state of a particle to its antiparticle without changing the spatial and time coordinates. Therefore, it is also known as the charge conjugation operator. Among hadrons, it serves as a good quantum number only for neutral mesons. Its value is given by $C = (-1)^{L+S}$ where $L$ and $S$ are the orbital angular momentum and the spin quantum number, respectively of the neutral meson.

With the above knowledge about the quantum numbers, we can now understand the nomenclature for hadrons. For a meson, its mass, quark content and quantum numbers $I, J^PC$ are sufficient to give it an unambiguous symbol. The mass (in MeV/c$^2$) is written in parentheses for mesons which decay strongly. However, it is omitted for the lightest meson resonances. Table 1.1 shows the nomenclature for the light mesons based on these properties. The mesons relevant for this work are the pions denoted as $\pi$ (mass $\sim 140$ MeV/c$^2$, $J^PC = 0^{-+}$), the $\omega$ meson (mass $= 782$ MeV/c$^2$, $J^PC = 1^{--}$), the $\rho$ meson (mass $= 770$ MeV/c$^2$, $J^PC = 1^{--}$) and the $\eta$ meson (mass $= 547$ MeV/c$^2$, $J^PC = 0^{-+}$). The $\omega$ and $\rho$ mesons are examples of ‘vector mesons’, that is, mesons which have $J^PC = 1^{--}$. Note that the photon has the same $J^PC$.

For a baryon, the symbol is based on the isospin and the quark content. In this dissertation, only baryons made of three $u$ and/or $d$ quarks are relevant. Those with isospin $I = 1/2$ are labeled as ‘$N$’ states and those with $I = 3/2$ are referred to as ‘$\Delta$’ states. If the baryon decays strongly, its mass (in MeV/c$^2$) is written in parentheses together with the symbol. The quantum numbers $J^P$ are also specified in the name. For example, the first radially excited state of the proton is the $Roper$ resonance, denoted as $N(1440)1/2^+$. Here, 1440 MeV/c$^2$ is the mass and 1/2$^+$ is the value of $J^P$ of the resonance, and $N$ denotes that it has $I = 1/2$. For completeness of light baryon nomenclature (i.e. baryons made of $u, d$ and/or $s$ quarks), the symbols for light baryons containing $s$ quarks will be mentioned. If the baryon has one $s$ quark, it is denoted by $\Lambda$ (or $\Sigma$) symbol if the
isopin is 0 (or 1). If the baryon has two $s$ quarks, it is denoted by $\Xi$ symbol. Such baryons have $I = 1/2$. A baryon with three $s$ quarks is labeled as $\Omega$. It has $I = 0$.

It is also worth mentioning here that in a strong interaction, $P$, $I$, $C$ and all universal quantities associated with the system are conserved, such as the energy, linear and angular momentum, electric charge and baryon number of the system. The baryon number is given by $B = \text{number of baryons} - \text{number of antibaryons}$. The strong reactions which have been studied in detail in this work are $\gamma p \rightarrow p\pi^+\pi^- \text{ and } \gamma p \rightarrow p\omega$ where $\omega$ decays strongly to $\pi^+\pi^-\pi^0$.

### 1.3 Baryon Spectroscopy

An intriguing question which remains unanswered in the non-perturbative QCD regime is how do quark-gluon interactions give rise to the excited states of hadrons? This leads to further questions such as what is the origin of confinement? What are the relevant degrees of freedom in excited hadrons and how do they evolve with energy? Physicists have developed smart tools to seek answers to these fundamental questions and quantitatively test QCD at these energies where it cannot be analytically solved. One such essential tool is the spectroscopy of baryons, which means mapping out the excited states (or resonances) and studying them. Spectroscopy has played a vital role in our understanding of the atomic structure and its properties. While the basic idea in baryon spectroscopy is the same as in atomic spectroscopy, it turns out that the former is much more complex than the latter, as we shall see later in this chapter. Reference [3] provides a nice overview of the theoretical and experimental advances in our understanding of the light baryon spectrum.

From the baryon spectrum, the underlying symmetry can be revealed in the form of multiplets. For example, the ground-state mesons can be grouped into nonets (i.e. a group of nine states). Pions are a part of the pseudoscalar nonet (that is, $J^P = 0^-$) as shown in Figure 1.2 (left). The $\rho$ meson and $\omega$ meson are a part of the vector meson ($J^P = 1^-$) nonet (Figure 1.2 (right)). The ground-state baryons with $J^P = \frac{1}{2}^+$, such as the proton and the neutron, form an octet (i.e. eight members) and the $J^P = \frac{3}{2}^+$ baryons form a decuplet (i.e. 10 members). These are shown in Figure 1.3. The excited states can be grouped into various supermultiplets, as we shall see in the next section. The type of grouping gives an insight into the effective degrees of freedom of the system as well as provides clues for possible missing members of the multiplets. A perfect
Figure 1.2: The ground state nonets for pseudoscalar mesons (left) and vector mesons (right). The symbol $S$ denotes the strangeness and $Q$ denotes the electric charge. Image source: Wikipedia.

Figure 1.3: The baryon octet for spin-1/2 ground state baryons (left) and the baryon decuplet for spin-3/2 ground state baryons (right). Here, $I_3$ refers to the third component of isospin, $S$ refers to the strangeness and $Q$ refers to the electric charge. Image source: Wikipedia.

Example was the prediction for the existence of the $\Omega$ baryon which was the only missing state of the ground-state decuplet. The existence of the baryon was later confirmed experimentally.
Figure 1.4: The figure shows various proposed pictures to describe the effective degrees of freedom in the excited states of baryons. They are the Constituent Quark Model (top left), the Constituent Quark Model with gluonic excitations (top right), the static quark-diquark model where a fixed pair of quarks remains static with respect to each other (bottom left), and the interaction of the ground state baryon with meson(s) (bottom right).

The baryon spectrum cannot be predicted by using perturbation theory. Therefore, phenomenological models and QCD-based lattice calculations are developed for a better theoretical understanding. An important point to note is that the full wave function of the baryon is given by:

\[ \Psi = \Psi_{\text{color}} \Psi_{\text{spin}} \Psi_{\text{space}} \Psi_{\text{flavor}}. \]  

Since all observed baryons are color-singlet states, the color part of the wave function is always antisymmetric. This implies that the remaining part of the wave function, \( \Psi_{\text{spin}} \Psi_{\text{space}} \Psi_{\text{flavor}} \), must be symmetric. All model descriptions and theoretical calculations incorporate this symmetry. Figure 1.4 shows various phenomenological models which have been proposed for describing the effective degrees of freedom in excited baryons and predicting the spectrum. They will be discussed briefly here.

**The Constituent Quark Model (CQM):** In this model (Figure 1.4 (top left)), the nucleon is considered as a system of only three ‘constituent quarks’. These quarks describe the effective
degrees of freedom of the system. The constituent quarks are essentially valence quarks ‘dressed’
with a cloud of the sea quark-antiquark pairs and gluons. The sum of the masses of the constituent
quarks, together with certain binding energy corrections, becomes equal to the mass of the hadron.
The interaction between the constituent quarks is model dependent. As an example, predictions
from a Constituent Quark Model will be discussed in the next section.

**CQM with Gluonic Excitations:** In addition to the constituent quarks, gluons may also
contribute to the effective degrees of freedom since they also carry color charge. Figure 1.4 (top
right) depicts such a case. This approach leads to a higher density of excited states above about
2 GeV than the Constituent Quark Model without any gluonic excitation. Hadrons with gluonic
excitations are generally referred to as ‘hybrid hadrons’. Observing such states in nature will give
evidence for physics beyond the conventional quark model. It is difficult to identify hybrid baryons
owing to the fact that they carry the same quantum numbers as the conventional $qqq$ states.
However, hybrid mesons can have exotic $J^{PC}$, thus providing an opportunity to unambiguously
search for such states. Examples are $0^{--}$, $0^{+-}$, $1^{-+}$, $2^{+-}$ and so on. These $J^{PC}$ cannot be
obtained if we follow the rules outlined in Section 1.2 for $q\bar{q}$ states. At present, the evidence for
exotic mesons is weak at best. The GlueX experiment at Jefferson Lab is a dedicated experiment
which aims at searching for and studying the properties of the exotic mesons.

**The Static Quark-Diquark Model:** Contrary to the above picture, one can imagine another
modification of the Constituent Quark Model in which two of the three constituent quarks are
‘frozen’ with respect to each other, thereby reducing the effective degrees of freedom from three to
two [4]. If the pair of ‘frozen’ quarks does not change with time, then such a description is referred
to as the static quark-diquark picture (see Figure 1.4 (bottom left)). In this picture, calculations
are simpler and there are fewer excited states above $\sim 1.7$ GeV than what is predicted by the
three-body system of the constituent quarks. However, some experimentally observed resonances
cannot be accommodated in this picture, as we shall see in the next section.

**Dynamically-Generated Resonances:** Another possible way of understanding the excited
states is that they are dynamically generated by the interactions between the ground state of the
baryon and a meson or mesons [5]. For example, it is known that the energy difference between
the first excited state of the proton, $N(1440)1/2^+$, and the ground state is about 500 MeV. This
energy can easily be imparted by a pion or two as it requires only $140 – 280$ MeV to create them.
These pions can interact with the baryon as shown in Figure 1.4 (bottom right). A bound state resulting from such interactions can be called a dynamically-generated excited state or resonance. Some resonances have been generated this way, such as the $N(1535)1/2^-$ and $N(1710)1/2^+$. The interpretation of the $N(1535)1/2^-$ resonance as being dynamically generated has gained preference over the quark model picture owing to the failure of the latter in explaining the unusually large coupling of this resonance to the $N\eta$ decay mode. It is known that the structure of the wave function for this resonance enhances its $N\eta$ decay relative to the $N(1700)1/2^-$. 

**Lattice-QCD Calculations:** An approach complementary to the phenomenological models is the *ab initio* computation within lattice-QCD, which is a discretized version of QCD. This method is gaining momentum with recent technological advances in computation as well as in lattice gauge theory. Lattice QCD uses a finite number of points in a Euclidean space lattice with periodic boundary conditions [3]. The quark fields are defined at lattice sites while the gluon fields are defined on the links between the lattice sites.

Three main factors which increase the computation time significantly are: reducing the lattice spacing, increasing the box-size and decreasing the quark masses. In fact, the computation time increases exponentially with the quark masses. The finite spacing introduces an ultraviolet cut-off for the momentum which is inversely proportional to the spacing, while the finite box-size introduces an infrared cut-off. Any result obtained on the discrete lattice is extrapolated to the continuum limit of infinite box-size and zero lattice spacing. The latter is done by tuning the bare coupling constant to zero according to the renormalization group. Due to computational limitations, the calculations are done at present with light quark masses that lead to a significantly higher pion mass. With further advancement in technology, getting an accurate prediction for the spectrum based on QCD using realistic pion masses will become feasible. Having a well-mapped baryon spectrum from experiments by that time will prove very useful in testing QCD in the non-perturbative regime.

**1.3.1 Predictions for the Baryon Spectrum**

The most prevalent phenomenological approach have been the Constituent Quark Models. There are various ways to describe the spin-dependent part of the inter-quark potential, such as using one-gluon exchange, instanton exchange or meson exchange mechanism. An example of a model based on one-gluon exchange is discussed in [6]. In this model, the spin-independent part of
the potential was approximated by a Coulomb and a linear form. The divergence of the Coulomb potential to negative infinity was prevented by defining a finite size for the constituent quarks. The model was semi-relativistic, that is, the kinetic energies of the constituent quarks were treated relativistically, but Lorentz covariance was not imposed. The spatial part of the wave function was described in terms of two harmonic oscillators, $\rho$ and $\lambda$. The $\rho$ oscillator described the relative motion between quarks 1 and 2, whereas the $\lambda$ oscillator described the motion of quark 3 relative to the (1, 2) quark pair.

Figure 1.6 shows predictions for the $N^*$ spectrum using this model. The spectrum exhibits two main features. The first feature is that the excited states can be assigned to various multiplets, as mentioned in the previous section. The resonances can be classified into different excitation bands based on the quanta of excitation. These classifications are discussed in details in [3]. Each band can have a number of spin-flavor $SU(6)$ multiplets (where the degree ‘six’ comes from two spin projections and three flavors for the light quarks). The possible supermultiplets are:

$$6 \otimes 6 \otimes 6 = 56 \oplus 70 \oplus 70 \oplus 20.$$  (1.2)

The supermultiplets are specified by $(D, L_N^P)$, where $D$ represents the dimensionality, which is $56$, $70$ or $20$ in this discussion, $L$ is the total angular momentum, $N$ is the quanta of excitation and
Figure 1.6: Predictions for the $N^*$ spectrum from a Constituent Quark Model using a one-gluon-exchange mechanism [6]. The left half of the picture shows states with + parity while the right half shows states with − parity, with $J_{\text{max}} = 13/2$ for both parities. The blue lines represent the predicted states. The red lines represent the experimentally observed states and the height of the colored blocks corresponds to the uncertainties in the determination of their masses. The star-rating (as of 2010) below each red line is assigned based on the strength of evidence available for these states [7]: the number of *’s ranging from one for a poorly-known resonance to four for an established resonance. Different colors (for the blocks) have been used for different * ratings to facilitate the identification of the poorly-known states and the well-known states. The nucleon ground state can be seen in the $J\pi = 1/2^+$ column at 938 MeV/$c^2$. Two main features are seen from this picture: 1) the states can be grouped into various supermultiplets, such as 56plets and 70plets, and 2) many predicted states above $\sim 1.7$ GeV/$c^2$ have not been experimentally observed. Further details are discussed in the text.

$P$ is the parity. Each supermultiplet can, in turn, be decomposed into $SU(3)$ multiplets which are the decuplets and the octets:

\begin{align}
56 & = 4^{10} \oplus 2^8, \\
70 & = 2^{10} \oplus 4^8 \oplus 2^8 \oplus 2^1, \\
20 & = 2^8 \oplus 4^1,
\end{align}

(1.3)
where the superscript gives the total number of spin projections, \((2S + 1)\), for each member of the \(SU(3)\) multiplets. As we know from Section 1.2, the baryon spin \(S\) can take values 1/2 or 3/2 with two or four spin projections, respectively. Thus, Equation 1.3 shows, for example, that the \(56\)plet consists of 10 members, each having four spin projections, and eight members, each having two spin projections, leading to a total of 56 states. Furthermore, as we can see from Figure 1.3, each octet has one \(N\), one \(\Sigma\), one \(\Lambda\) and one \(\Xi\) state, amounting to a total of eight members if we include their isospin partners. Similarly, the decuplet consists of isospin projections of one \(\Delta\), one \(\Sigma\), one \(\Xi\) and one \(\Omega\) state. A supermultiplet is considered completely filled if the underlying \(SU(3)\) multiplets can be filled with the above mentioned states without ambiguity.

**Excitation band 0**: This corresponds to the ground state. It has one supermultiplet, \((56, 0^+\))

The associated octet and decuplet are shown in Figure 1.3. This supermultiplet is completely filled.

**Excitation band 1**: This band has one quantum of angular excitation which is carried by either the \(\lambda\) or the \(\rho\) oscillator (Figure 1.5 (left)). It contains one supermultiplet, \((70, 1^-)\). Since \(L = 1\), the parity is \(P = -1\). The possible values for \(J\) are \((1/2, 3/2)\) for \(L = 1\) and \(S = 1/2\). These states are members of the \(2\,10, 2\,8\) or \(2\,1\) multiplets of the \(70\)plet (see Equation 1.3). For example, \(N(1535)1/2^-\) can be assigned to \(2\,8\) and \(\Delta(1620)1/2^-\) belongs to the \(2\,10\) multiplet. Similarly, \(J\) can be \((1/2, 3/2, 5/2)\) for \(L = 1\) and \(S = 3/2\). Such states are assigned to the octet, \(4\,8\). An example is the state \(N(1675)5/2^-\). Figure 1.6 shows the members of the band. The supermultiplet has been filled with \(N\) and \(\Delta\) states, but filling the strange members remains difficult due to ambiguities in the assignment, poor evidence or unknown quantum numbers of the states.

**Excitation band 2**: This band can have one quantum of radial excitation. The corresponding supermultiplet is \((56, 0^+_2)\). In this case, \(L = 0\) and \(P = +\). The Roper resonance, \(N(1440)1/2^+\), is a member of the \(56\)plet. Another possibility is that one oscillator carries both quanta of excitation. Such states belong to \((56, 2^+_2)\). Therefore, \(L = 2\) and \(P = (-1)^L = +\). This multiplet can be completely filled with known \(N\) and \(\Delta\) states, however the assignment is speculative. In addition, some of the strange members are missing.

It is also possible that both \(\lambda\) and \(\rho\) oscillators carry one quantum of angular excitation each. This gives \(L = 0, 1, 2\). The corresponding multiplets are \((70, 0^+_2)\), \((20, 1^+_2)\) and \((70, 2^+_2)\). It is interesting to observe that these multiplets are not consistent with the static quark-diquark picture since both oscillators need to be excited. In particular, \((20, 1^+_2)\) is theoretically completely incon-
sistent. At present, it is possible to assign only two $N$ states to this multiplet, but the assignment is merely an educated guess and the evidence for these two states is weak. The $(70,2^+_2)$ members have given some insight into the effective degrees of freedom. Recently, strong evidence was found for the resonance $N(1900)3/2^+$ [8],[9] and therefore it was promoted from $(**)$ to $(***)$ rating in 2012 [10]. This resonance can be assigned as member of a quartet of the $(70,2^+_2)$ multiplet, with the other three members being $N(1880)1/2^+, N(2000)5/2^+$ and $N(1990)7/2^+$. All members of the quartet are inconsistent with the static diquark model. Further evidence in support of the interpretation of the quartet as being resonances with both oscillators excited was reported in a recent study of the $\gamma p \rightarrow p \pi^0\pi^0$ reaction [11].

The second feature which stands out from Figure 1.6 is the overall comparison of the predictions with experimental measurements at low and high energies. We see that the number of experimentally observed states below $\sim 1.7 \text{ GeV/c}^2$ almost matches the number of predicted states. The masses, however, do not agree very well for some resonances, such as the Roper resonance. The predicted mass is significantly higher than the experimentally observed value, and the situation does not change much on using different exchange mechanisms between the constituent quarks. Recently, results from an experiment for $\pi$ electroproduction on a proton suggested an interpretation for the state beyond the quark model. They observed that the state has strong contributions from the meson-baryon cloud at low momentum transfers (or large distances) [12]. It is also interesting to note that while the Constituent Quark Model provides a fairly good description of the light baryon spectrum at low energies, it predicts many more states than what we have experimentally observed at energies above 1.7 GeV. In fact, all phenomenological models predict more states at high energies than what has been experimentally observed so far. Among them, the static quark-diquark model predicts fewer as-yet undiscovered resonances due to lesser degrees of freedom.

Lattice-QCD predictions have the advantage that they are calculated from first principles unlike the phenomenological models. A recent prediction for the light baryon spectrum, published in reference [13], is shown in Figure 1.7. It was obtained at $m_\pi = 396 \text{ MeV/c}^2$. The lattice spacing in this calculation was $\sim 0.123 \text{ fm}$ and the box-size was $\sim 2 \text{ fm}$. Even at a large pion mass, the spectrum exhibits $SU(6) \otimes O(3)$ symmetry for the overall multiplet counting, which is consistent with the non-relativistic CQM. Furthermore, the counting of levels in the low lying negative parity states as well as the first excited positive parity states are consistent with the CQM predictions.
Figure 1.7: Spin-identified spectrum of Nucleons and Deltas from the lattices at $m_\pi = 396$ MeV, in units of the calculated $\Omega$ mass. Reprinted figure with permission from reference [13]. Copyright 2011 by the American Physical Society.

Overall, the lattice-QCD calculations also predict more resonances than experimental observations. Moreover, there does not appear to be any ‘freezing’ of the degrees of freedom as suggested in the static quark-diquark picture.

The above discussion clearly shows that most model-based as well as lattice-QCD calculations predict many resonances which remain experimentally undiscovered, especially at energies above 1.7 GeV. The idea of explaining this feature with the static quark-diquark model is fading away in the wake of experimentally finding resonances which are inconsistent with this picture and the lack of any sign of ‘freezing’ in recent lattice-QCD calculations.

An alternative explanation from the experimental aspect has been suggested, which is that these missing states perhaps do not couple strongly to the probes that have been predominantly used for spectroscopy. The known resonances have mostly come from $\pi N$ scattering experiments. Photoproduction experiments were conducted in the past, however they have mostly covered the energy regime below 1.7 GeV in center-of-mass. Moreover, most of the past analyses have focused on two-body final states with light mesons, such as $p \pi$, $p \eta$ etc. The missing resonances may couple
more strongly to photo-induced reactions. They are also predicted to primarily decay through reactions that invest in mass rather than momentum \(^1\), such as decays to multiparticle final states through the population of intermediate resonances, or decays to two-body final states involving heavier mesons (e.g. \(p\omega, p\rho\)) rather than the light mesons. These factors are the prime motivations for studying photon-induced reactions with \(p\pi^+\pi^-\) and \(p\omega\) final states at high energies in this analysis.

1.3.2 The Experimental Challenges in Baryon Spectroscopy

From an experimental point-of-view, finding the excited states of a baryon is much more challenging than finding atomic states. First off, baryon resonances are more unstable than atomic resonances, with the typical lifetime being of the order of \(10^{-24}\) s for a strongly decaying resonance. This results in a large \(\Delta E\) or width of the baryon resonance following Heisenberg’s uncertainty principle:

\[
\Delta E \Delta t \geq \hbar.
\]

From the above equation, the width comes out to be of the order of 100 MeV which is larger than the average separation between the baryon resonances, thereby leading to highly overlapping states. The situation worsens as we go to higher energies. Figure 1.8 demonstrates the sharp contrast between an atomic and a baryonic cross section\(^2\). The latter cross section is shown for the \(\pi p\) scattering process. While all atomic resonances (shown in the top plot) are very narrow and thus can be easily distinguished in the spectrum, the overlapping nature of the baryon states (shown in the bottom plot) makes it very difficult to identify each resonance peak in the spectrum by eye. For example, the broad peak in the \(\pi^- p \rightarrow X\) cross section lying in the region \(W \in [1.4, 1.6]\) GeV (commonly known as the ‘second resonance region’) is actually comprised of three resonances. In fact, at high energies the peaks are washed out due to highly overlapping states and another issue which makes baryon spectroscopy very difficult. The latter is related to the non-resonant contributions to the reaction, which are basically all those processes that do not involve any excitation of the proton. For example, the proton can simply transfer a part of its four-momentum via exchange of some particles. Such processes are called ‘t-channel’ processes.

\(^1\)One way to explain such a preference is using the Constituent Quark Models. In these models, the decay rates of the resonances are suppressed exponentially by \(e^{-k^2/C}\), where \(k\) is the decay momentum and \(C\) is a constant.

\(^2\)A cross section for a given reaction refers to the probability that it occurs at a certain energy.
Figure 1.8: (Top) An example of an atomic spectrum. The resonance peaks are narrow and can be easily identified. Image source: [14]. (Bottom) Baryon cross sections from $\pi^+$ and $\pi^-$ scattering off a proton. The $x$-axis is the center-of-mass energy, $W$, in GeV. The arrows show the nucleon resonances with a 4-star rating at various $W$. The resonances have been labeled using an old notation, $L_2 I J (M)$, where $L$ is the orbital angular momentum of the $\pi p$ system, $I$ is the isospin, $J$ is the spin and $M$ is the mass of the resonance (in MeV/$c^2$). The picture shows that baryon peaks are broad and overlapping. Image source: [15].

This is just one example out of many other non-resonant processes. Figure 1.9 shows Feynman diagrams for the resonant process ($s$-channel) and two non-resonant $t$-channel processes. Due to all these factors, merely having information on the unpolarized cross section is not sufficient to extract
the resonant contributions to the reaction under study. Additional observables, called Polarization Observables, are needed. These observables are discussed in more details in Section 1.3.3.

![Feynman diagrams](image)

Figure 1.9: Feynman diagrams for (left) $s$-channel which is a resonant process, (middle) a $t$-channel process involving exchange of a meson, and (right) a $t$-channel process involving exchange of a baryon. Image source: [16].

Furthermore, the proton can be excited using different type of probes such as a kaon beam, a pion beam, a photon beam etc. Resonances couple to different extent to different probes, as we mentioned in the earlier section. For example, Figure 1.8 (bottom plot) shows that in the cross section corresponding to $\pi^+p \rightarrow X$, the contributions from $I = 1/2$ (i.e. $N^*$) resonances are suppressed (for example see the region $W \in [1.4, 1.8]$ GeV) since the reaction is an isospin filter. This happens because the $\pi^+p$ system has $I = 3/2$ and $I_z = 3/2$, therefore $X$ should also have the same $I$ and $I_z$ from isospin conservation. The $\pi^-p$ reaction, on the other hand, is sensitive to both $N^*$ and $\Delta$ (i.e. $I = 3/2$) resonances. Being an isospin filter can be advantageous since it reduces complexity, however it also has the disadvantage of not being sensitive to some resonances. Therefore, to search for the resonances, experiments must be performed with a variety of probes. Most of the experiments conducted in the past have utilized a pion beam. It is crucial to perform experiments with a photon beam in order to get access to those resonances which couple weakly to pions (especially in the high energy region) but more strongly to photons.

Another issue which complicates the situation is that when the photons interact with the proton, a zoo of particles come out, such as pions, photons, electrons etc. This is unlike atomic spectroscopy where the final state consists of photons only. At a time, only a subset of these particles can be chosen for study. Since a resonance can decay into a variety of final-state particles, the probability
of seeing a resonance depends on the probability of it decaying to the final state under study. Moreover, if a resonance-like feature observed in the reaction being studied indeed corresponds to a true resonance, it should be observed in many other reactions (if the decay of the resonance to those final states is allowed). Therefore, it is very important to study various reactions to well-establish resonances and better understand their properties.

1.3.3 Polarization Observables

In any given reaction, the scattering amplitudes from various contributing processes (resonant as well as non-resonant) are entangled with each other, therefore the phase information of the scattering amplitudes is required in addition to their magnitudes in order to disentangle them. However, the unpolarized cross section only gives information on the magnitude of the amplitudes which often leads to ambiguous solutions for the resonant contributions to the reaction. A good example which demonstrates such a situation is shown in Figure 1.10 (left plot). Different model predictions (SAID, MAID) as well as BnGa partial-wave fits provided a fairly good description of the $p\pi^0$ photoproduction cross section, thereby leading to ambiguous solutions.

Additional information can be extracted by performing polarized experiments and measuring the associated ‘polarization observables’. They provide information on the phase of the scattering amplitudes. The resonances can then be extracted with minimal ambiguity from the unpolarized cross section and polarization observables using various interpretation tools. For instance, the polarization observable $E$ for the $p\pi^0$ photoproduction reaction (Figure 1.10 (right plot)), associated with a circularly-polarized beam and a longitudinally-polarized target, revealed the discrepancies between the model predictions and experimental data which could not be seen solely based on the cross section.

The commonly used interpretation tools are model-based predictions and partial-wave fits (e.g. SAID, MAID, BnGa). The Bonn-Gatchina group (BnGa) maintains the largest experimental database for a partial-wave analysis in a coupled-channel approach. In a partial-wave analysis, each process is constructed as a sum over the angular-momentum states, or partial waves. A coupled-channel analysis simultaneously analyzes many reactions (such as available cross sections and polarization observables from many photon and pion-induced reactions) thus allowing for a consistent analysis. The baryon resonances are added as Breit-Wigner functions at various masses.
Figure 1.10: Experimental results and theoretical interpretations for the $p\pi^0$ photoproduction cross section (left) and the helicity asymmetry $E$ as a function of $\cos\theta_{\pi^0}$ (right) at various photon energies. The SAID, MAID and BnGa predictions provided a fairly good description of the total cross section, leading to ambiguous sets of solutions for the resonant contributions. However, serious discrepancies between the model predictions and experimental data were revealed by the $E$ observable, which is highly sensitive to the contributing resonances. Note that the black solid curves are BnGa partial-wave fits to these data points. Reprinted figures with permission from reference [17]. Copyright 2014 by the American Physical Society.

and with different quantum numbers until a good fit to the data is achieved. Another way to find the resonances is from model-based calculations and predictions for the polarization observables. Various resonant and non-resonant contributions are included in the model and the contributions are manipulated until the predictions match the experimental results.

### 1.4 Vector Meson and Two-Pion Photoproduction

In this analysis, a set of polarization observables for two separate reactions, $\gamma\vec{p} \rightarrow p\pi^+\pi^-$ and $\gamma\vec{p} \rightarrow p\omega$, with center-of-mass energies up to 2.1-2.3 GeV, have been extracted. There are several motivations behind this analysis. Firstly, they provide information on the photoproduction mechanism of $\rho$ and $\omega$ vector mesons, respectively. The $\rho$ meson has a very large width of about 145 MeV/$c^2$ [18] due to which it is difficult to conduct a direct analysis of $\gamma\vec{p} \rightarrow pp\rho$ and extract
the associated polarization observables. An alternative way is to extract them from the \( \gamma p \rightarrow p\pi^+\pi^- \) reaction using a partial-wave analysis, since \( \rho \) decays to \( \pi^+\pi^- \) with a 100% branching fraction. The photoproduction of vector mesons, and as a result the extraction of the resonant contributions to these reactions, has been under-explored in the past [18]. The FROST experiment at Jefferson Laboratory offers a good opportunity to study them, which is very useful for the following reasons: they will aid in a better understanding of the properties of those resonances which contribute to these reactions, but are mostly known from other reactions (such as \( N\pi \) scattering). Moreover, they are expected to reveal new high-mass resonances which are produced predominantly via photoproduction and decay primarily to two-body final states involving the (heavier) vector mesons as compared to the (lighter) pseudoscalar mesons.

An additional advantage of studying the \( \gamma p \rightarrow p\pi^+\pi^- \) reaction is that it is highly expected to reveal many (yet unobserved) high-mass resonances as it is the dominant contributor to the photoproduction cross section at \( E_\gamma \geq 0.8 \) GeV, or equivalently \( W \geq 1.5 \) GeV [40]. These higher-mass resonances are predicted to decay sequentially to three-pion final states via intermediate resonances, for example \( \gamma p \rightarrow N^* \rightarrow \Delta^{++}\pi^- \rightarrow p\pi^+\pi^- \). Thus, this reaction has the potential to reveal missing resonances which are at the beginning of the decay chain, as well as those which serve as intermediate states in the chain. Evidence for such sequential decays has been recently found in the isospin channel with \( p\pi^0\pi^0 \) final state [11].

### 1.4.1 The \( \omega \) Photoproduction Reaction on a Proton

This reaction can have two helicities for the beam, two for the target, three for the \( \omega \) vector meson and two for the recoil proton, amounting to a total of \( 3 \times 2 \times 2 \times 2 = 24 \) scattering amplitudes. Due to parity invariance, 12 relations are obtained among these amplitudes, thereby reducing the number of independent amplitudes to 12. This implies that we need to perform 23 independent measurements to fully determine the 12 scattering amplitudes (with one arbitrary phase) in each kinematic bin (the kinematic variables for this reaction are discussed in Section 4.1.1). However, it must be noted here that this number is valid only in the ideal situation of zero error bars on each measurement. In reality, we most likely need more observables. At present and perhaps also in the near future, the only feasible experiments for this reaction are double-polarization experiments with beam and/or target polarizations. It is very important to measure all these
single and double-polarization observables as they are expected to impose tight constraints on
models and partial-wave analyses which extract the underlying resonances, even though they are
not sufficient to unambiguously determine the scattering amplitudes. In total, the reaction has 290
polarization observables (single-, double-, triple as well as quadrupole-spin observables expressed
as bilinear products of the scattering amplitudes) associated with it since all initial and final-state
particles can have spin [19]. Of course, a lot of these observables are redundant, however it is much
more difficult to identify them compared to the pseudoscalar meson case.

An advantage of studying this reaction is that it serves as an isospin filter being sensitive only
to \( N^* \) resonances, thus partially reducing the complexity in identifying the resonant contributions.
This is because the \( \omega \) meson is an isoscalar particle \((I = 0)\). Therefore, in \( \gamma p \rightarrow X \rightarrow p\omega \), the
\( p\omega \) system has \( I = 1/2 \) and hence, due to isospin conservation, the resonance \( X \) should also have
\( I = 1/2 \).

When only beam and target polarizations are measured, the differential cross section reduces
to the form given by:

\[
\frac{d\sigma}{dx_i} = \sigma_0 \{ (1 - \delta_l \Sigma \cos 2\beta) \\
+ \Lambda_x (-\delta_l H \sin 2\beta + \delta_\odot F) \\
- \Lambda_y (-T + \delta_l P \cos 2\beta) \\
- \Lambda_z (-\delta_l G \sin 2\beta + \delta_\odot E) \},
\]

where \( x_i \) are the kinematic variables which are described in Section 4.1.1, \( \delta_l \) \((\delta_\odot)\) denotes the degree
of linear (circular) polarization and \( \Lambda_x, \Lambda_y, \Lambda_z \) are the components of the target polarization
with respect to the reaction plane (the axes are shown in Figure 4.1). The angle \( \beta \) denotes the
angle between the direction of the linearly-polarized photon beam and the \( x \)-axis in the center-of-
mass (reaction) plane. \((\Sigma, T)\) and \((H, P, F, G, E)\) denote the single- and double-polarization
observables, respectively.

Furthermore, there are observables called \textit{Spin Density Matrix Elements} (SDMEs) associated
with the decay distribution of the vector meson. They contain information about the \( \omega \)’s polariza-
tion. The polarization observables can be expressed as a combination of these SDMEs [20].
**Previous Measurements.** The earliest measurements pertaining to this reaction were performed at SLAC and Daresbury in the 1970’s [21]-[23]. They measured the unpolarized differential cross sections and SDMEs at high center-of-mass energies \((W \in [2.47, 2.9] \text{ GeV})\). Their results clearly showed that the \(t\)-channel exchange process dominates the production mechanism at these energies, which is expected since \(\omega\) carries the same quantum numbers, \(J^{PC}\), as the photon. In 2003, the CLAS collaboration [24] published differential cross section measurements in the energy range \(W \in [2.6, 2.9] \text{ GeV}\). In the same year, the SAPHIR collaboration in Bonn [25] published results on the differential cross section and the unpolarized SDMEs at \(W \in [1.7, 2.4] \text{ GeV}\) where 1.7 GeV is the reaction threshold. These results had better precision than the previous experiments and they also extended the kinematic coverage to the lower energy region. The SAPHIR authors concluded that \(s\)-channel processes were important to describe their data. In 2009, the CLAS collaboration [26] reported high-statistics and extensive measurements on the differential cross sections and the unpolarized SDMEs in the energy range \(W \in [1.7, 2.8] \text{ GeV}\). The data were analyzed in a partial-wave model by the same authors [27] and a set of resonances were reported, as will be discussed below. In 2016, The CBELSA/TAPS collaboration [28] extracted and compared their results on the differential cross sections and the unpolarized SDMEs with the CLAS results. While the SDMEs from the two experiments agreed fairly well, an almost linear energy-dependent normalization discrepancy was observed for the differential cross sections. This issue remains unresolved. The A2 collaboration at MAMI [29] published in 2015 the first precise measurements of the differential cross sections near the reaction threshold with 15 MeV wide binning and full angular coverage.

While a lot of measurements have been carried out on the differential cross sections and the unpolarized SDMEs, only a few measurements with polarized beam and target have been performed till date. Furthermore, the precision and kinematic coverage of most of the existing measurements range from poor to fair. In 2015, polarized SDMEs \(\rho_1\) and \(\rho_2\) were measured by the CBELSA/TAPS collaboration [28] in the energy range \(W \in [1.74, 2.02] \text{ GeV}\). The beam asymmetry \(\Sigma\) was measured by the GRAAL collaboration in 2006 [30] from the reaction threshold up to \(W = 1.92 \text{ GeV}\). The CBELSA/TAPS collaboration [31] reported results for this observable in 2008 in the range \(W \in [1.7, 2.0] \text{ GeV}\), however with less precision and angular coverage. The two experimental results exhibited some inconsistencies which could possibly be due to the reconstruction of the \(\omega\)
from different decay modes. To investigate this, the GRAAL collaboration analyzed the three-pion as well as the radiative decay modes of the $\omega$ and published very precise results for $\Sigma$ in 2015 [32]. However, their results suffered from even more severe discrepancies in some angle bins. Despite the inconsistencies, all three experiments reported large beam asymmetries, which confirmed the need for helicity-violating $s$ and/or $u$-channel processes to describe the data at these energies. The beam asymmetries would vanish if only helicity conserving $t$–channel processes via pion $J^{PC} = 0^{-+}$ and Pomeron $J^{PC} = 0^{++}$ exchanges contributed to this reaction [30]. Very recently, the CBELSA/TAPS collaboration published double-polarization results on the helicity asymmetry $E$ from 1.7 GeV to 2.3 GeV in $W$, and on the observable $G$ close to the reaction threshold [33].

**Data Interpretation.** The published data have been partial-wave analyzed by various groups to extract the underlying resonances. The earliest partial-wave analyses [34], [35] based on an effective Lagrangian approach confirmed the need for including resonances to describe the reaction and the need for polarization observables to test the predictions. In a pioneering coupled-channel approach in 2002, Penner and Mosel [36] included pion- and photon-induced reactions and extracted the first $N^* \to N\omega$ branching ratios. They found dominant contributions from the $N(1710)1/2^+$ and $N(1900)3/2^+$ resonances. However, they observed smaller contributions from these resonances in a more recent coupled-channel analysis [37] which included the SAPHIR 2003 data on SDMEs [25], and strong contributions from $N(1680)5/2^+$ and $N(1675)5/2^-$. In 2009, M. Williams et al. [27] reported results from their partial-wave analysis which described the high-quality CLAS results on the differential cross sections and the unpolarized SDMEs [26] with reasonable accuracy. They observed strong contributions from $N(1680)5/2^+$ and $N(1700)3/2^-$ near threshold, and at least one higher mass resonance, $N(2190)7/2^-$. In addition, they reported suggestive evidence for $N(2000)5/2^+$ and a complicated structure, possibly comprising two close-by resonances, at around 1900 MeV.

The above analyses clearly showed that resonant contributions were important to describe the data. However, due to the lack of polarized data and/or a comprehensive PWA database, different analyses predicted different sets of resonances and were also not sensitive to many resonances, particularly at high energies where the $t$-channel background dominates the process. Recently, more polarized measurements have been published, as has been discussed in the previous section. The new CBELSA/TAPS publications on polarization observables $\Sigma$, $E$, $G$ and polarized SDMEs
were included in the large BnGa database containing pion and photon-induced reactions. The fit results from their PWA coupled-channel analysis was published early this year [38]. The inclusion of the polarized measurements, particularly the Σ and linearly-polarized SDMEs, led to a better understanding of the $t$-channel background, which in turn led to a significant improvement in their sensitivity to the contributing $s$-channel processes. They were able to extract branching ratios for 12 nucleon resonances. Notable contributions were reported from $N(1700)3/2^-, N(1720)3/2^+, N(1875)3/2^-, N(1880)1/2^+, N(1895)1/2^-, N(2000)5/2^+, N(2120)3/2^-$ and $N(2190)7/2^-$ resonances, four of which currently have a $(**)$ rating. The complex structure of two resonances observed at around 1900 MeV by the CLAS-PWA was confirmed by them. They also observed that inclusion of at least one new state with a mass of about 2.2 GeV was required to obtain a good description of the data. However, its quantum numbers remain ambiguous. Furthermore, small contributions from the partial waves $1/2^+, 1/2^-$ and $3/2^-$ near threshold, and from $5/2^-, 7/2^+$ and $7/2^-$ near 2 GeV were reported.

The importance of polarization observables is palpable from the above discussion. The sets of contributing resonances reported by the partial-wave analyses correspond to those which provide the best description of the available data. More data will provide tighter constraints and increase the sensitivity of the analysis techniques to the resonances. Our results from this work will significantly augment the database of polarized measurements for this reaction. In this analysis, the observables $\Sigma$ (the beam asymmetry), $H$ and $P$ (double-polarization observables) have been measured from the reaction threshold to $W = 2.2$ GeV, while $T$ (the target asymmetry) and $F$ (a double-polarization observable) have been measured in the energy range $W \in [1.77, 2.48]$ GeV, although the statistics worsen beyond $W = 2.32$ GeV. All measurements, except for $\Sigma$ below $W = 2.0$ GeV, are first-time measurements. A qualitative comparison of our results on $\Sigma$ with existing results at low energies is discussed in details in Section 6.1.1.

1.4.2 The $\pi^+ \pi^-$ Photoproduction Reaction on a Proton

This reaction has $2 \times 2 \times 2 = 8$ scattering amplitudes associated with it. Including the differential cross section, the reaction has 64 polarization observables which can be expressed as bilinear products of the scattering amplitudes [39]. These observables arise from a combination of initial beam, initial proton and/or recoil proton polarization. Out of the 64 observables, only 15 are
independent quantities. In the ideal situation, a set of 15 independent measurements, containing single-, double- as well as triple-polarization observables, need to be made at each kinematic point to provide sufficient constraints for the determination of the eight underlying scattering amplitudes. Note that each kinematic point is completely defined by five independent kinematic variables as discussed in Section 4.1.2. In reality, the measurements have finite uncertainties associated with them, therefore more polarization observables are required to provide additional constraints.

As mentioned in the previous section, currently it is only feasible to perform experiments with polarized beam and target. Without measuring the polarization of the recoil proton, the $\gamma\vec{p} \rightarrow p\pi\pi$ differential cross section, $\frac{d\sigma}{dx_i}$, is given by [39]:

$$\frac{d\sigma}{dx_i} = \sigma_0 \left\{ \left( 1 + \vec{\Lambda}_i \cdot \vec{P} \right) 
+ \delta_\otimes (\mathbf{I}^\otimes + \vec{\Lambda}_i \cdot \vec{P}^\otimes) 
+ \delta_l \left[ \sin 2\beta ( \mathbf{I}^s + \vec{\Lambda}_i \cdot \vec{P}^s ) 
+ \cos 2\beta ( \mathbf{I}^c + \vec{\Lambda}_i \cdot \vec{P}^c ) \right] \right\},$$

(1.6)

where $x_i$ are the kinematic variables which are described in Section 4.1.2 and $\sigma_0$ is the unpolarized cross section. $\vec{\Lambda}_i$ denotes the polarization of the initial proton and $\delta_\otimes$ is the degree of circular polarization of the incoming photon beam, while $\delta_l$ is the degree of linear polarization. The angle $\beta$, equivalent to the angle in Equation 1.5, denotes the angle of inclination between the linearly-polarized photon beam relative to the $x$-axis in the center-of-mass production plane. It is defined as positive if the $x$-axis is rotated counter-clockwise from the beam polarization.

The two-meson final state equation (Equation 1.6) contains 15 polarization observables, not all of which are independent. $\mathbf{I}^\otimes$, $\mathbf{I}^s$, and $\mathbf{I}^c$ arise from the beam polarization. The observables $\vec{P}$ (having components $P_x$, $P_y$ and $P_z$) describe the target asymmetries which arise if only the target nucleon is polarized, and $\vec{P}^\otimes$ as well as $\vec{P}^{s,c}$ represent the double-polarization observables.

**Previous Measurements and Data Interpretation.** A vast amount of literature is available on the measurement of the total cross section and the invariant mass distributions of $\pi^+\pi^-$, $p\pi^+$ and $p\pi^-$ for this reaction. Reference [40] provides a nice summary of these measurements and their theoretical interpretations. The reaction, in an isobar model, proceeds in three dominant ways: $\gamma p \rightarrow N^* \rightarrow p\sigma \rightarrow p\pi^+\pi^-$, $\gamma p \rightarrow N^* \rightarrow pp \rightarrow p\pi^+\pi^-$ and $\gamma p \rightarrow N^* \rightarrow \Delta\pi \rightarrow p\pi^+\pi^-$. Various model calculations for the total cross section [41]-[43] found that the reaction is dominated by
the ∆-Kroll-Ruderman background term (see Figure 1.11 (a)). Furthermore, Tejedor and Oset [41] suggested that ∆-Kroll-Ruderman term interferes with the sequential decay of $N(1520)3/2^-$ to the two-pion final state via $\Delta\pi$, leading to a peak-like structure in the total cross section between 0.6-0.8 GeV in photon energy. The invariant mass distributions also showed clear signals for $\Delta \rightarrow N\pi$ and $\rho \rightarrow \pi^+\pi^-$ contributions.

Figure 1.11: Diagrams for double-pion photoproduction. a) ∆-Kroll-Ruderman term; b) ∆ pion-pole term; c) ∆ exchange term; d) direct Born term; e)-f) resonance terms. Image source: [46]. Reprinted figure with the permission of Springer. Copyright © Società Italiana di Fisica / Springer-Verlag 2007.

The polarization database for this reaction remains rather sparse. The only published polarized measurements are $I^\circ$ measured using the CLAS detector at Jefferson Lab in the energy range $W \in [1.35, 2.30]$ GeV [44] and at the MAMI accelerator in Mainz in the energy range $W \in [1.39, 1.55]$ GeV [45], and the helicity-dependent total cross-section difference (which is related to $P_z^\circ$) measured by the GDH and A2 Collaboration at low energies [46]. Various model predictions exist for these observables, however none of them describe the experimental data well. Most models are based on the same effective Lagrangian scheme where the parameters for the res-
onal [Figure 1.11 (e) and (f)] and Born (background) terms [for example, Figure 1.11 (a)-(d)] are taken from other experiments or are treated as free parameters. The differences between various model predictions arise due to the different treatment of the background amplitudes. Extraction of resonances for this three-body final state reaction is very challenging due to the presence of a huge amount of background coming mainly from terms like \( \Delta \)-Kroll-Ruderman which dominate the reaction.

More polarization observables are required to significantly improve the existing models. The CLAS collaboration has made a significant effort in this direction. High-statistics results on the beam asymmetries \( I^{s,c} \) from CLAS-g8b [47] are in preparation for publication. The FROST experiment at CLAS has provided access to the complete set of polarization observables associated with beam-target polarizations for this reaction and the extraction of the entire set is close to completion. In this work, eight polarization observables using the FROST data have been extracted in the energy range \( W \in [1.5, 2.2] \) GeV. They are \( I^{s,c} \), \( P_{x,y} \) and \( P^{s,c}_{x,y} \). The high-statistics data collected by the experiment made it possible to extract the observables as a function of three (out of the five) kinematic variables. It is highly expected that these new data will significantly aid in the study of sequential decays of the contributing resonances via intermediate states, and reveal many missing resonances.

The rest of the dissertation is organized as follows. In Chapter 2, the experimental set up which was used to collect the data analyzed in this work will be discussed in details. In Chapter 3, the experimental conditions of all data sets, the identification of the photon and final-state particles, kinematic fitting, corrections, and additional cuts which were used to tune the data sets will be described. Moreover, details on the beam and target polarization will be provided. Chapter 4 will show the extraction of the polarization observables for the reactions \( \vec{\gamma}p \rightarrow p\pi^+\pi^- \) and \( \vec{\gamma}p \rightarrow p\omega \). Chapter 5 will discuss the systematic uncertainties in our measurements due to various factors. The results from this analysis will be shown and discussed in Chapter 6. The dissertation will conclude with a summary of this work and an outlook, presented in Chapter 7.
CHAPTER 2

THE FROST EXPERIMENT AT JEFFERSON LAB

In this work, data from the ‘FROST-g9b’ experiment has been utilized to obtain the polarization observables. In ‘g9b’, ‘g’ stands for gamma (i.e. the incident photons) and ‘9b’ implies that this was the second iteration of the 9th approved photoproduction experiment. This chapter documents the key features of the experimental apparatus. The experiment was conducted in the year 2010 in Hall B of the Thomas Jefferson National Accelerator Facility (also known as Jefferson Lab), Virginia, using the Continuous Electron Beam Accelerator Facility (CEBAF). At the time of the experiment, the accelerator was capable of providing electron beam energies up to 5.5 GeV. The broad-range photon tagging facility in Hall B was able to tag photon energies ranging from 20% to 95% of the incident electron energy using the bremsstrahlung tagging technique. An indispensable feature of the FROST experiment, which was a double-polarization experiment, was the frozen-spin target. Butanol served as the ideal target material since it could be dynamically polarized. The experiment covered all possible combinations of beam and target polarizations. The FROST-g9b experiment, which was a subset of the FROST experiment, utilized a linearly- or circularly-polarized photon beam in combination with a transversely-polarized target. To detect the outgoing charged particles, which were created from the interaction of the photon beam with the target, the CEBAF Large Acceptance Spectrometer (CLAS) was utilized. It was a nearly-4π spectrometer optimized for hadron spectroscopy.

2.1 The Accelerator Facility at Jefferson Lab

CEBAF at Jefferson Lab serves as a unique ‘giant microscope’ to probe the atomic nucleus. It has a racetrack geometry with a circumference of about 7/8 of a mile. The accelerator was recently upgraded to provide a continuous electron beam with energies up to 12 GeV, however we will describe the facility as it was when the FROST experiment was performed. The facility had the following components: an electron injector, two linear accelerators (LINAC) consisting of 338 RF cavities in total, nine recirculation arcs made of magnets to bend the electron beam and an
RF separator to direct the beam to three different Halls: A, B and C. Figure 2.1 shows an aerial view of the accelerator site at the time of the FROST experiment as well as a schematic diagram showing its components.

Electrons were created in the Injector by shining pulsed lasers on a Gallium Arsenide photocathode at a frequency of 499 MHz (about a third of the accelerator frequency). This resulted in 2 ns bunches of unpolarized electrons. If longitudinally-polarized electrons were needed, then the light from the laser was circularly-polarized using two Pockel cells, prior to irradiating the photocathode with it. Three synchronized lasers were utilized to supply the beam simultaneously to the three halls, so that the characteristics of the beam could be tailored to each hall’s requirement. The injector had nine radio frequency (RF) cavities which boosted the energy of the electrons to 45 MeV [49]. An optical chopper was used to cleanly separate the 2 ns bunches and the beam of electrons was then injected into the LINAC.
The two LINACs shown in Figure 2.1 were used to accelerate the electrons by $\sim 500$ MeV per pass. Since the facility allowed up to five passes in each LINAC, the maximum energy achieved
was 5.5 GeV. Each LINAC consisted of 21 cryomodules, where each module was comprised of four sets of paired superconducting Niobium RF cavities, as shown in Figure 2.2. Thus, there were 168 cavities per LINAC. To sustain their superconductivity, they were immersed in liquid Helium and maintained at a temperature of 2 K. These cavities were used to accelerate the electron beam by producing a charge gradient (using microwaves) along the length of the cryomodule, as shown in Figure 2.3. Since the electrons moved at nearly the speed of light, the microwaves cycled the positions of the charged areas 1.5 billion times per second. This ensured that the electrons always had a positively (negatively) charged area ahead (behind) them. After passing through one LINAC, the electron beam was bent by using powerful dipole magnets in the recirculation arcs and directed to the other LINAC which further accelerated the electrons. Figure 2.4 shows a picture of a recirculation arc consisting of dipole magnets used at CEBAF. This way with each loop (two passes) the energy of the beam was boosted by about 1.1 GeV. A stronger magnetic field was required to bend the beam (by the same amount) as its energy increased. The beam was divided into five sub-beams based on energy (which depended on the number of loops the sub-beam had
made) so that the five sub-beams could pass through different recirculation arcs before re-entering the LINACs. Once the beam achieved the desired energy, it was directed to the designated hall using an RF separator. In the rest of this chapter, we will focus on Hall B where the FROST experiment was conducted. The electron beam current in this experiment was maintained within the range 5 – 14 nA, mainly to sustain the target polarization as well as to keep the event rates within the limits of the detectors in Hall B. The typical electron beam luminosity was of the order of $10^{34}$ cm$^{-2}$ s$^{-1}$.

2.2 The Bremsstrahlung Technique

Once the electron beam reached Hall B, it interacted with a radiator. The electromagnetic field of the radiator’s nuclei applied a decelerating force on the electron which led to emission of a photon in order to conserve the total energy and momentum of the system. This radiation is known as ‘Bremsstrahlung’ which means ‘braking radiation’. The typical photon beam luminosity achieved was of the order of $5 \times 10^{31}$ cm$^{-2}$ s$^{-1}$. Circularly-polarized photons were produced by irradiating an amorphous radiator, which was a thin gold foil of thickness $10^{-4}$ radiation length in this experiment, with longitudinally-polarized electrons. These photons exhibited a smooth energy distribution of the form $1/E_{\gamma}$, where $E_{\gamma}$ refers to the photon energy. The degree of circular-beam polarization depended on the polarization of the incident electron beam, as will be discussed in Section 3.7.1. Therefore, it was important to precisely measure it. For this, a Møller polarimeter was utilized which was located upstream of the photon tagger described in the next section. It is based on the Møller (or elastic electron-electron) scattering process. The longitudinally-polarized electrons were scattered off polarized electrons of a magnetized 25 micron thick Permedur foil. The polarizations resulted in an asymmetric scattering distribution which was measured by two detectors, made of scintillators and photomultiplier tubes, located downstream of the target. Two quadrupole magnets were used to deflect the scattered electrons into the detectors. The electron beam polarization was proportional to the measured asymmetry and thus, could be determined. The polarimeter was used in special runs performed in-between the actual runs since the polarization measurements required special data acquisition settings.

To produce linearly-polarized photons, unpolarized electrons were incident on a well-oriented crystal radiator. A 50 µm diamond radiator was utilized in this experiment. The well-ordered
The peak was about 0.2 GeV wide. It was observed on top of the unpolarized $1/E_\gamma$ distribution and could be isolated by dividing the coherent spectrum by the spectrum obtained with an amorphous radiator. The red curve in the top plot is a fit to the data, and the bottom plot shows the corresponding degree of polarization extracted from the fit. The small peaks at higher energies originated from photons that scattered off other geometrically equivalent lattice planes in the radiator. Image source: [52].

Figure 2.5: A prototypical example of an enhancement with coherent edge at 1.4 GeV (black curve). The structure of the crystal lattice led to a coherent scattering, which showed up as an enhancement on top of the $1/E_\gamma$ incoherent photon energy distribution [51]. The leading edge of the enhancement is referred to as the coherent edge. Most of the polarized photons resided within the enhancement, which was typically 200 MeV wide. A prototypical enhancement is shown in Figure 2.5. The experiment also collected data with unpolarized photons which were created by illuminating an amorphous carbon or gold radiator with unpolarized electrons.
Figure 2.6: (Left) The goniometer used in Hall B to adjust the coherent edge position and orient the polarization plane of the photon beam parallel or perpendicular to the floor. (Right) A diagram of a target ladder containing various radiators. It was placed at the center of the goniometer. The required radiator could be moved into position when needed.

The characteristics of the linear beam polarization were controlled by tuning various experimental parameters. By adjusting the lab azimuthal angle of the diamond crystal’s lattice, an orientation of the scattering (or polarization) plane either parallel (PARA) or perpendicular (PERP) to the floor of the experimental hall could be achieved. The energy position of the coherent edge was adjusted by tweaking the small angles between the crystal lattice and the electron beam direction. These fine adjustments were enabled by the use of a goniometer, which is shown in Figure 2.6 (left). It had an angular precision better than 10 µrad about the three orthogonal axes [53]. A target ladder (Figure 2.6 (right)), which contained various radiators, was mounted at the center of the goniometer. This provided the flexibility to move different radiators into position as needed by the experiment.

As mentioned before, most of the polarized photons lied within the coherent peak. The ratio of polarized to unpolarized photons was improved further by tightening the beam collimation [51];
thus, a higher degree of polarization was obtained. For this purpose, a 2.0 mm active collimator made from nickel diskettes stacked in a cylindrical sheath of stainless steel was used. In this experiment, the linear beam-polarization was measured by fitting the enhancement. Details are discussed in Section 3.7.3. Figure 2.7 shows a schematic of the relative positions of the goniometer and the collimator with respect to the Photon Tagger which will be discussed in the next section.

2.3 The Photon Tagger

The next important task was to bend the (scattered as well as unscattered) electrons away from the trajectory of the bremsstrahlung photons, and tag the energy and time of these photons. This was accomplished by using a Photon Tagger [54]. The Tagger consisted of a C-shaped magnet with an open-yoke design which was capable of producing a magnetic field up to 1.75 T in strength. The magnetic field was matched to the incident beam energy so that the unscattered electrons were directed to a beam dump and the scattered electrons (i.e. those which interacted with the radiator to emit a photon) were directed to the E- and T-counter planes in order to tag the energy and time
of the produced photons. Figure 2.8 shows a schematic diagram of the Tagger hodoscope, along with the E- and T-counters.

Figure 2.8: A diagram illustrating the overall geometry of the tagging system. The Tagger hodoscope is shown in yellow. The dashed black curves show the trajectories of the scattered electrons as they passed through the Tagger magnet. The photons emitted by these electrons traveled along the beam line which is shown using a red dotted line. The label at the end of each trajectory shows the fraction of the incident energy carried away by the associated photon. The two solid green lines denote the focal planes of the E- and T-counters of the Tagger. The blue dashed curve shows the path of the unscattered electrons that were directed to the beam dump. Reprinted from [54], with permission from Elsevier.

The energy of the photon, $E_\gamma$, was given by:

$$E_\gamma = E_{\text{incident}} - E_{\text{scattered}}$$

where $E_{\text{incident}}$ refers to the energy of the electron incident on the radiator right after it came out of the accelerator, and $E_{\text{scattered}}$ refers to the energy of the scattered electron. Since $E_{\text{incident}}$ was a known quantity, $E_{\text{scattered}}$ was the only missing information. To measure it, E-counters were utilized. The basic principle was as follows. The radius of curvature of the electron’s trajectory due to the magnetic field was proportional to the electron’s momentum. Therefore, by knowing the
exact position of the electron on a plane, which was aligned with the optical focal point of the Tagger magnet, the momentum and energy of the electron could be determined precisely. This plane, called as the E-counter plane, was covered with 384 plastic scintillators which were 20 cm long, 4 mm thick and 6 – 18 mm wide. The widths varied to ensure that the same momentum range was covered by all scintillators. Each scintillator covered 1/3rd of the neighboring scintillator’s width, creating 767 separate channels to determine the scattered electron’s position and hence its energy. This arrangement enabled tagging photons with energies from 20% to 95% of the incident electron beam energy, with a high energy resolution of $\frac{\Delta E}{E} = 0.001$.

Likewise, the T-counter plane, which was positioned 20 cm behind the E-counter plane and ran parallel to it, was utilized to accurately determine the time of the electron in the electron bunch, and hence the associated photon time. The T-plane consisted of 61 overlapping scintillator counters resulting in 121 separate channels. The counters were 2 cm thick, much thicker than the E-counter scintillators, to ensure sufficient light for precise timing. The widths (along the dispersion direction) were varied to compensate for the $1/E\gamma$ behavior of the bremsstrahlung cross section, with 19 narrower counters covering 75 – 95% of electron beam energy and the rest covering the range 20 – 75%. The lengths (transverse to the momentum plane) were varied from 20 cm at the high electron momentum end to 9 cm at the low momentum end. This arrangement enabled a timing resolution of $\sim 100$ ps.

### 2.4 The FROzen Spin Target (FROST)

For the g9b experiment, a target with transversely polarized protons was needed. The main factors governing the choice of the target material were: a high degree of target polarization, resistance of the target polarization to the incident radiation and a long relaxation time. Taking these factors into consideration, ‘frozen beads’ of TEMPO ($C_9H_{18}NO$) doped butanol ($C_4H_9OH$) were used as the target material. The beads had a diameter of 1 – 2 mm and were formed by dripping the doped butanol solution through a hypodermic needle into a bath of liquid nitrogen. The nuclei of the covalently bonded protons (i.e. protons of the hydrogen atoms in butanol) were polarized by the Dynamic Nuclear Polarization (DNP) technique. The FROST target system was a complex system with the following main components: a 5 T superconducting polarizing magnet, a cooling assembly which included a dilution refrigerator, a microwave system (for DNP), a Nuclear
Magnetic Resonance (NMR) system (for measuring the target polarization), and a target insert. The entire assembly was mounted on a cart that could be easily rolled into and out of the CLAS detector. Full details are available in [55] and [56].

2.4.1 Polarizing the Target using the DNP Technique

Figure 2.9: (Left) The solenoid polarizing magnet with a field of 5.0 T. (Right) The dipole holding magnet with a field strength of 0.5 T to sustain the transverse target polarization. Image source: [56].

The DNP technique is a well-established process that is used to polarize targets. It was employed as follows. The target was inserted into the bore of a superconducting polarizing magnet (see Figure 2.9 (left)) which was positioned 570 mm away from the center of the CLAS detector. The polarizing magnet was then energized to its full strength of 5 T. This process took about 40 minutes. The magnetic field was applied for a few hours to polarize the unpaired electrons in the TEMPO radicals while the target was maintained at 250 – 300 mK temperature using a dilution refrigerator. A field-to-temperature ratio of 5 T/K or greater was desirable to achieve a high degree of nuclear polarization. In the next step, a microwave field was applied near the Electron Spin Resonance (ESR) frequency to flip their spins and the spin of the nearby protons of the hydrogen atoms in the butanol target. The electron spins relaxed back to a lower energy state in less than a millisecond due to the strong electron-lattice coupling and thus became available again for spin flips. However,
the nucleon spin relaxation time was much longer ($\sim 10^3$ s). Therefore, they accumulated into one spin state, resulting in a net nuclear polarization. The direction of the nuclear spin could be set either parallel or anti-parallel to the applied magnetic field, depending on whether the microwave frequency was set above or below the ESR frequency.

Once the polarization was complete, the microwave field was switched off and the target was cooled down to 60 mK using the dilution refrigerator, which is discussed in Appendix A. This took about 40 min. At this point, the polarizing field was ramped down and a small holding field of 0.5 T using a dipole magnet (made of 0.1 mm thick NbTi wire) was applied to sustain the transverse target polarization during data taking. The dipole holding magnet (shown in Figure 2.9 (right)) consisting of two racetrack-shaped coils, one on top of the other, were made with separate wires so that in case one of them failed, the other would continue generating magnetic field perpendicular to the beamline. It was placed within the FROST apparatus as shown in Figure 2.10. The polarizing magnet was then retracted and the target assembly was rolled into the center of CLAS.

The combination of high magnetic field and low temperature helped achieve a long relaxation time of 4000 hours without beam. With beam, the relaxation time decreased to 3400 hours, mainly due to the fact that the beam had a heating effect on the target. The target was re-polarized about once per week during the course of the experiment. The degree of the target polarization varied from 45% to 94% over the whole experiment, with the average being about 81%. It was measured using the NMR technique, whereby an RF frequency was swept through the proton Larmor frequency of 212.6 MHz. The resulting spin flips of the polarized protons altered the nuclear susceptibility of the target, which led to a change in the voltage across the circuit. The area under the plot of voltage versus frequency was proportional to the degree of polarization.

It must be mentioned here that the protons in the hydrogen atoms of the butanol target were polarized, but the protons bound within the nuclei of carbon and oxygen atoms were not. Events originating from these bound nucleons were considered as background events. Two additional targets, carbon and $CH_2$ (polyethylene) disks, were placed downstream of the butanol target to understand the background, which included events originating from the bound nucleons of the FROST target. Further details are discussed in Chapter 3.
2.5 The CLAS Spectrometer

The main detector in Hall B was the CEBAF Large Acceptance Spectrometer. It was a multi-gap high acceptance magnetic spectrometer which was primarily used to detect charged particles of the final state. The electromagnetic calorimeter was not utilized in this analysis. It primarily served as an electron trigger in CLAS and hence was more suitable for electroproduction experiments. The detector was based on a non-homogeneous toroidal magnetic field, primarily pointing in the $\phi$ direction, to bend the charged particles and many sub-detectors to detect their tracks, as shown in Figure 2.11. The entire detection system had a six-fold symmetry about the beam-axis, covering almost $4\pi$ angle except for the forward hole for the beam and dead regions due to the presence of
structures like the beamline, support structure for the magnet etc. The major components of the CLAS detector are described below. Further details are available in [57].

Figure 2.11: Schematic diagrams of the main components of the CLAS spectrometer. The six-fold symmetry of the spectrometer is visible in both diagrams. (Left) A 3D cutaway view. Image source: [48]. Licensed under CC BY-SA 2.0. (Right) A cross section perpendicular to the beam line. The ‘Mini-Torus’ was not used in photoproduction experiments such as the FROST experiment. Figure reprinted from [57], with permission from Elsevier.

2.5.1 Torus Magnet

The Torus magnet provided a toroidal magnetic field which was required to bend the charged particles. Such a field ensured a large-angle coverage and in addition, created a field free zone around the target. The magnet consisted of six superconducting coils arranged in a toroidal fashion about the beam axis resulting in a magnetic field which mostly pointed in the \( \phi \) direction, as shown in Figure 2.12 (left). Therefore, when acting on the charged particles, the force due to this field did not change their azimuthal angles. However, the field was not perfectly uniform. A deviation for the ‘pure’ \( \phi \) direction was observed close to the coils. The effect of this deviation on the track of the charged particles was minimized by the circular inner shape of the coils. Figure 2.12 (right) shows the field mapping. The toroidal arrangement also geometrically divided the \( \phi \) angle of CLAS
into six symmetric sectors such that a particle that left the target and entered a sector remained within that sector.

Figure 2.12: (Left) A picture of the Torus magnet during installation in Hall B. The kidney-shaped superconducting coils are shown in the picture. Image source: [58]. (Right) A map of the magnetic field vectors on a plane which is perpendicular to the beam line and centered on the target. The length of each line segment is proportional to the magnetic field strength at that point. The field vectors primarily point in the $\phi$ direction. The gray bars are the six coils in the cross section. Figure reprinted from [57], with permission from Elsevier.

The magnet was 5 m in diameter and 5 m long. The superconducting coils had four layers of 54 turns of aluminum-stabilized NbTi/Cu conductor. The coils were cooled to a temperature of 4.5 K by forcing super-critical helium through cooling tubes which were located at the edge of the windings. The Torus magnet was capable of handling a maximum current of 3860 A, which provided a magnetic field of 2.5 T in the forward direction and 0.6 T in the orthogonal direction. When the current was positive (negative), the magnetic field bent the negatively-charged particles towards (away) the beam line. The data collected in such configuration are referred to as inbending (outbending) data. The g9b data were inbending data taken at a Torus current of 1920 A.

### 2.5.2 Start Counter

Immediately surrounding the target assembly was a start counter. Its high timing resolution enabled an accurate determination of the start time for every trigger recorded by CLAS as well as
Figure 2.13: A picture of the Start Counter outside of CLAS. Each scintillator paddle was tapered to form a ‘nose’ at one end and attached to an acrylic light guide and a photomultiplier tube (PMT) on the other end. The PMT converted photon signals, originating from the interaction of charged particles with the scintillator as they traveled through them, into an amplified electric signal. Image source: [58].

Each event’s time. This information was utilized to calculate the $\beta = v/c$ of the final state charged particles, as will be discussed in Section 3.3.3. The start counter was divided into six sectors, each consisting of four 502 mm long scintillating paddles (see Figure 2.13). The resolution at the straight section of each scintillator was $\sim 290$ ps while it was $\sim 320$ ps at the ‘nose’ portion. Further details are available in [59].

2.5.3 Drift Chambers

The Drift Chambers (DC) [60] were a sub-detector of the CLAS system, which were used to track charged particles as they traveled under the influence of the toroidal magnetic field. From the curvature of the trajectory of the charged particle, its momentum could be determined. The drift chambers were divided into six sectors in order to match the CLAS geometry and each sector was further divided into three regions based on the strength of the magnetic field, as shown in Figure 2.14. Region 1 was placed inside the Torus coils where the magnetic field was weak. Region
2 was mounted in between the coils, a region where the magnetic field was the strongest. Region 3 was positioned outside of the coils, where the magnetic field was weak again. This region tracked the end-part of the particle’s trajectory in the DC. This arrangement provided an angular coverage of $8^\circ$ to $142^\circ$ in the polar angle and an 80% coverage in the azimuthal angle.

![Schematic diagrams showing the arrangement of the three regions of the drift chambers in CLAS. (Left) A side view. The dotted lines show the projection of the Torus coils onto this plane. Also shown are the trajectories of two charged particles traversing the CLAS spectrometer. Notice the bend in their paths as they travel through the magnetic field of the drift chambers. (Right) A cross section perpendicular to the beam line showing the position of the three regions labeled ‘R1’, ‘R2’ and ‘R3’ with respect to the Torus coils. The six-fold symmetry of the chambers about the beam axis is visible in the diagram. Figures reprinted from [60], with permission from Elsevier.](image)

Each region of the drift chamber consisted of layers of wires. In order to optimally fill the wedge-shaped volume between the Torus coils, the wires were run between two endplates, where each end plate was parallel to its neighboring coil’s plane. The two end plates were thus tilted at 60° with respect to each other. This design led the wire directions to be almost perpendicular to the particle tracks, thus providing maximum sensitivity to the track’s curvature. The wires were arranged in ‘layers’ of concentric circles. These layers were grouped into two ‘superlayers’, with each superlayer consisting of six layers of drift cells, as shown in Figure 2.15. The first superlayer was axial to the
magnetic field, and the second was tilted at a 6° stereo angle around the radius of each layer to provide azimuthal information. The wires in each superlayer were arranged in a quasi-hexagonal pattern or cell with six 140 micron field wires made of gold-plated aluminum and one 20 micron sense wire made of gold-plated tungsten. The sense wire in each cell was kept at a positive potential, while the field wires were kept at a negative voltage. The hexagonal configuration offered a fair approximation of the ideal scenario of having circular cells in which the drift time to drift distance was independent of direction. This was a desirable feature in CLAS since the charged particles traveled through the chambers in all directions. The overall configuration contained 35,148 sense wires. The chambers were filled with a 90% Argon and 10% carbon-dioxide mixture, due to its ionization properties and non-flammable nature.

### 2.5.4 Time-of-flight Scintillators (TOF)

As the name suggests, this sub-detector system provided the time at which the charged particles hit the TOF scintillators after traveling through the drift chambers. This information, when combined with the event start time at the target (from the Start Counter), provided the ‘time-of-flight’ through the toroidal magnetic field. Using this information and the track length from the drift
chambers, the velocity of the charged particles was determined. The velocity and momentum of the particle, where the latter was determined by the drift chambers as discussed in the previous section, allowed the determination of the particle’s mass. Furthermore, the charge was determined by observing whether the particle bent towards or away from the beam line. Thus, the particle could be identified. The TOF counters had an angular coverage of $8^\circ$ to $142^\circ$ in the polar angle and nearly full coverage in the azimuthal angle.

Figure 2.16: (Left) A photograph showing the time-of-flight detector as it was pulled away from the CLAS assembly during a maintenance period. Image source: [48]. Licensed under CC BY-SA 2.0. (Right) A picture of a section of a time-of-flight panel during installation. Note the photomultiplier tubes attached to the ends of the scintillating paddles. Image source: [58].

The TOF detector was located approximately four meters from the target assembly. Like the other CLAS sub-detectors, the TOF system was divided into six panels, each containing 57 scintillating paddles of varying lengths and widths made of Bicron BC-408. Each bar was made two inches thick to provide 100% detection efficiency of minimum ionizing particles. Each end of the scintillator was connected to a photomultiplier tube (PMT). Figure 2.16 shows the TOF panels. The panels were positioned in a manner that placed each scintillator perpendicular to the particle tracks on an average. When a scintillator was hit by a particle, it absorbed its energy and scintillated, leading to creation of photons. The photons traveled through the scintillator into the PMTs which were attached to its ends. There the photon signal was converted into an electric signal and was amplified. The design provided an excellent timing resolution of 80 ps for the short
counters and 160 ps for the long counters, surpassing the initial CLAS requirements. Full details on the TOF system is provided in [61].

2.6 The Beamline Devices

A number of beamline devices were placed upstream and downstream from the CLAS spectrometer to monitor the quality of the electron and the photon beam. The upstream devices monitored the beam quality. For example, the electron beam position monitors were used to monitor the $x$ and $y$ positions of the beam as well as the beam intensity. They inserted this information into the data stream every 20 s. Two electron beam monitors were used in photoproduction experiments such as FROST: one positioned just upstream of the goniometer and the other positioned just upstream of the tagger. The profile of the electron beam was determined using three Beam Profile Monitors, also known as Harp Scanners, located upstream of the CLAS target. These scanners were made of tungsten and iron crossed wires. To determine the beam profile, the scanners were moved across the beam line in the two perpendicular directions. Electrons scattered by the wires were detected by PMTs arranged around the beam line, and the distribution of the scattered electrons as a function of the wire position was used to determine the beam profile. Since this method involved intercepting the electron beam before it hit the target, it was performed in special runs. For the photon beam, a harp made of scintillating fibers was used downstream of the CLAS target.

The devices placed downstream of the CLAS detector, such as the Total Absorption Shower Counter (TASC), were used to measure the photon flux. Since these devices were not used in this analysis (see Section 3.8 for the photon flux determination in FROST-g9b), they will not be discussed here. Further details on the beamline devices are available in [57].

2.7 The g9b Trigger

Each sub-detector of CLAS had its own set of electronics to read out signals collected by it. However, not every signal measured by the individual sub-detectors corresponded to a physics event of interest. Instead, they could have potentially risen from cosmic rays, malfunctioning electronics etc. Therefore, to record only physics events and also minimize the dead time of the data acquisition system, a two-level trigger was employed in g9b. The Level 1 trigger required a hit in the same sector of both the Start Counter and the TOF. The Level 2 trigger required hits in at least four out
of six superlayers of the drift chambers (so that the particle’s trajectory could be reconstructed) in the same sector as the Level 1 trigger. This prevented recording false events, such as a cosmic ray event, which had accidental start counter and TOF coincidences. The Level 2 trigger, whose processing time contributed directly to the dead time of the detector, was designed to be fast without compromising the accuracy with which the tracks were found in the drift chambers. In summary, for an event to be recorded, the two-level trigger system required the detection of at least one final-state charged particle’s track in CLAS with momentum information. The trigger system is discussed in details in [57].

2.8 The Data Acquisition System (DAQ)

Once the trigger conditions were met, the DAQ wrote the detected signals to a magnetic tape. Events were recorded at a rate of $3 - 4$ kHz with a DAQ dead time (that is, the time when it was busy recording an event) of $15 - 20\%$. The average event size was about $3 - 5$ kB. Full information on the DAQ design and performance is available in [57]. The raw data containing electric signals from each detector, such as QDC (Charge to Digital Convertor) and TDC (Time to Digital Converter) channel IDs and values, were recorded on the tape in Bank Object System (BOS) format. In the next step, the raw data were converted into usable information such as momenta, angles, energies of the particles using reconstruction codes. Section 3.1 will further elaborate on the event reconstruction and selection. A total of $15.5$ billion events were recorded in FROST-g9b (see g9b\_runlist).
CHAPTER 3

EVENT SELECTION

3.1 The FROST Data Sets

This section summarizes the experimental conditions of the FROST data sets. The FROST experiment was carried out in two separate data-taking periods, FROST-g9a and FROST-g9b, based on the polarization of the target. The g9a experiment used a longitudinally-polarized target. Data for this experiment were taken between November 3th, 2007, and February 12th, 2008. In the g9b experiment, the target was transversely polarized. This experiment was performed from March-August 2010. Both g9a and g9b data sets were further divided into two major parts according to the polarization type of the incident photon beam: circular and linear polarization.

The data sets which have been used in this analysis of $\gamma p \rightarrow p \pi^+\pi^-$ and $\gamma p \rightarrow p \omega$ are shown in Table 3.1. The Tables 3.2, 3.3 (g9b - linear beam polarization) and 3.4 (g9b - circular beam polarization) show the experimental run conditions at which these measurements were performed. For the full details, see g9b_runlist. The data sets with a circularly-polarized photon beam were broken up into five different periods.\(^1\)

Target magnet quench: On July 2, 2010, the target magnet accidentally quenched owing to a power outage in Hall C. This incident occurred right after completing the data acquisition of those g9b data sets which utilized a linearly-polarized photon beam. Due to the quench, the target

\(^1\)A period was defined as a group of runs with similar conditions, such as the same target polarization or 1/2-wave plate status.

Table 3.1: The FROST data sets used in this analysis of $\gamma p \rightarrow p \pi^+\pi^-$ and $\gamma p \rightarrow p \omega$ reactions are indicated by ✓ marks.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Transverse Target Polarization (g9b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear Beam Polarization</td>
</tr>
<tr>
<td>$\gamma p \rightarrow p \pi^+\pi^-$</td>
<td>✓</td>
</tr>
<tr>
<td>$\gamma p \rightarrow p \omega$</td>
<td>✓</td>
</tr>
</tbody>
</table>
warmed up rapidly leading to a loss of the target polarization. Some quick fixes were carried out in order to resume data taking at the earliest possible. The quality of the data following the quench was studied in [62]. It was observed that the data taken after the quench had more background rendering the analysis more challenging. For this reason and the fact that the statistics of those data sets was fairly small, we did not include the post-quench data in our analysis.

The information included in the raw data consisted of QDC (Charge to Digital Convertor) and TDC (Time to Digital Converter) channel IDs and values. In a first step, the data had to undergo reconstruction, or be cooked. This process converted the data into physical quantities like particle IDs, positions, angles, energies, and momenta. The data calibration was carried out independently for each detector component of CLAS. After the detectors had been calibrated and the particle tracks had been reconstructed, the data were made available for physics analysis. Each event has its information organized in CLAS data banks. These data banks contain not only the properties of the particles involved in a reaction but also information about detector hits.

Here we list some data banks that we will refer to in the later sections:

1. **GPID** [63] - This bank contains most of the details about the detected particles and the initial photon(s), such as the particle IDs, 4-vectors, $\beta$ values ($= \frac{v}{c}$) of the particles, vertex of each particle, photon energy and other information from various detectors (like the Tagger, Time-of-Flight spectrometer, Start Counter and Drift Chambers).

2. **TAGR** - In this bank, information about all incident photons is stored. It comprises the energy of the photon(s), the time of the photon(s) after it was reconstructed in the Tagger, the time of the photon(s) after the RF correction, status of the photon(s) (used to identify which ones were not reconstructed properly), and the E- and T-counter ID information of the corresponding scattered electron.

3. **MVRT** - The MVRT bank contains event-vertex information. It was obtained by using tracking information (from the drift chambers and the time-of-flight scintillators) of each detected particle that constituted the event.

---

2http://clasweb.jlab.org/bos/browsebos.php?bank=gpid&build=64bit/STABL
Table 3.2: The experimental conditions of the g9b data sets with a linearly-polarized beam and a transversely-polarized target for the coherent edges at 0.9, 1.1, 1.3, 1.5, 1.7 GeV. The 200-MeV wide $E_e$ range right below the coherent edge was used in the analysis. In the column “Target Pol. Sign”, the first sign refers to the overall sign of the target polarization (+ or −) if the polarization was pointing away from (towards) the floor. The two signs within the brackets are the NMR and the holding magnet signs, respectively. PARA (PERP) denotes that the photon’s electric field oscillated in a plane parallel (perpendicular) to the lab floor. AMO denotes data collected using unpolarized photons. These data were not used in our analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>3.08173</td>
<td>+ (−, −)</td>
<td>04/19 - 04/24</td>
<td>62706 - 62761</td>
<td>PARA 214.2 M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>− (−, +)</td>
<td>04/29 - 05/03</td>
<td>62815 - 62844</td>
<td>PERP 144.8 M</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>3.08173</td>
<td>+ (−, −)</td>
<td>04/24 - 04/27</td>
<td>62762 - 62796</td>
<td>PARA 242.1 M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>− (−, +)</td>
<td>04/27 - 04/29</td>
<td>62798 - 62814</td>
<td>PERP 120.3 M</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>3.08173</td>
<td>− (−, +)</td>
<td>05/03 - 05/06</td>
<td>62846 - 62876</td>
<td>PARA 209.5 M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ (−, −)</td>
<td>05/15 - 05/18</td>
<td>63013 - 63059</td>
<td>PERP 265.4 M</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>5.07827</td>
<td>− (−, +)</td>
<td>05/07 - 05/11</td>
<td>62881 - 62953</td>
<td>PARA 357.6 M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ (−, −)</td>
<td>05/11 - 05/15</td>
<td>62958 - 63012</td>
<td>PERP 328.2 M</td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>5.07827</td>
<td>− (−, +)</td>
<td>05/18 - 05/22</td>
<td>63060 - 63118</td>
<td>PARA 372.4 M</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ (−, +)</td>
<td>05/27 - 06/01</td>
<td>63168 - 63220</td>
<td>PERP 365.1 M</td>
<td></td>
</tr>
</tbody>
</table>
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Table 3.3: Experimental conditions of the data sets with a linearly-pol. beam and a transversely-pol. target for the coherent edges at 1.9 & 2.1 GeV. The 200-MeV wide $E_\gamma$ range right below the coherent edge was used in the analysis. In "Target Pol. Sign", the first sign refers to the overall sign of the target polarization (+ or −) if the polarization was pointing away from (towards) the floor. The two signs within the brackets are the NMR and the holding magnet signs, respectively. PARA (PERP) denotes that the photon’s electric field oscillated in a plane parallel (perpendicular) to the lab floor. The $E_{e^-} = 5.57$ GeV data for these two coherent edges were not used in the analysis because the tables to determine the degree of beam polarization were not available.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.9</td>
<td>5.07827</td>
<td>$- (-, +)$</td>
<td>05/22 - 05/25</td>
<td>63119 - 63152</td>
<td>PARA</td>
<td>240.6 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>199.2 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>56.9 M</td>
</tr>
<tr>
<td></td>
<td>5.07827</td>
<td>$+ (+, +)$</td>
<td>05/26 - 05/27</td>
<td>63154 - 63167</td>
<td>PARA</td>
<td>39.9 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>82.5 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>20.1 M</td>
</tr>
<tr>
<td></td>
<td>5.07827</td>
<td>$+ (+, +)$</td>
<td>06/01 - 06/08</td>
<td>63221 - 63279</td>
<td>PARA</td>
<td>162.5 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>166.1 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>51.1 M</td>
</tr>
<tr>
<td></td>
<td>5.07827</td>
<td>$- (-, +)$</td>
<td>06/08 - 06/11</td>
<td>63281 - 63305</td>
<td>PARA</td>
<td>35.9 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>76.8 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>10.4 M</td>
</tr>
<tr>
<td></td>
<td>5.57203</td>
<td>$+ (-, -)$</td>
<td>06/28 - 06/29</td>
<td>63430 - 63441</td>
<td>PARA</td>
<td>61.1 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>59.9 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>10.0 M</td>
</tr>
<tr>
<td></td>
<td>5.57203</td>
<td>$- (-, +)$</td>
<td>06/29 - 06/30</td>
<td>63447 - 63454</td>
<td>PARA</td>
<td>266.7 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>302.1 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>88.0 M</td>
</tr>
<tr>
<td>2.1</td>
<td>5.07827</td>
<td>$- (-, +)$</td>
<td>06/11 - 06/15</td>
<td>63306 - 63348</td>
<td>PARA</td>
<td>150.9 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>156.5 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>39.1 M</td>
</tr>
<tr>
<td></td>
<td>5.57203</td>
<td>$+ (-, -)$</td>
<td>06/23 - 06/27</td>
<td>63407 - 63429</td>
<td>PARA</td>
<td>79.4 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PERP</td>
<td>40.5 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AMO</td>
<td>10.2 M</td>
</tr>
</tbody>
</table>
Table 3.4: The g9b data sets with a circularly-polarized photon beam and a transversely-polarized target, classified according to a wide variety of characteristics. The data are grouped in periods with similar run conditions. Each period contains data with both beam helicities (i.e., helicities parallel or antiparallel to the beam axis). In the “Target Pol. Sign” column, the two signs within brackets are the NMR and the holding magnet signs, respectively. The target polarization is given by the sign outside the brackets (+ or −) if the polarization was pointing away from (toward) the laboratory floor.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Transverse (FROST-g9b)</td>
<td>3.082</td>
<td>03/19/10 - 03/23/10</td>
<td>(+, +)</td>
<td>62207 - 62289</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03/24/10 - 03/30/10</td>
<td>(−, +)</td>
<td>62298 - 62372</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03/30/10 - 04/05/10</td>
<td>(+, +)</td>
<td>62374 - 62464</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04/07/10 - 04/13/10</td>
<td>(+, −)</td>
<td>62504 - 62604</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04/13/10 - 04/19/10</td>
<td>(−, −)</td>
<td>62609 - 62704</td>
<td>5</td>
</tr>
</tbody>
</table>

### 3.2 Reaction Channel and General Event Selection

The reaction channels of interest in this analysis are $\gamma p \rightarrow p \pi^+ \pi^−$ and $\gamma p \rightarrow p \omega \rightarrow p \pi^+ \pi^- (\pi^0)$. These three-track channels were broken up into different topologies as shown in Table 3.5. A topology is defined according to the detected particles in the final state: the two-particle final states (Topologies 1-3) and the three-particle final states (Topologies 4-5). A particle which was not detected in a given topology could be identified through the missing-mass technique. For this method, the Lorentz vectors of the incoming beam and the target were used. The four-momentum of a missing particle in the reaction was then determined from the measured three-momenta and the particle energies. The missing four-momentum was given by:

$$ x^\mu = k^\mu + P^\mu - \sum_{i=1}^{2,3} p_i^\mu, \quad (3.1) $$

where $k^\mu$ and $P^\mu$ are the initial photon and target-proton four-momenta and $p_i^\mu$ are the four-momenta of the two or three detected final-state particles. The missing mass $m_X$ was defined as:

$$ m_X^2 = x^\mu x_\mu. \quad (3.2) $$
The missing-mass distribution was used for a data quality check after all corrections and cuts had been applied. The four-momentum vector $x^\mu$ in Equation 3.1 was used to complete the set of four-vectors for the Topologies 1, 2, 3 and 5 (Table 3.5).

Since the FROST experiment used a trigger which required at least one charged particle in CLAS, the trigger file allowed for the recording of a large variety of events. In order to analyze the specific topologies of the reaction $\gamma p \rightarrow p \pi^+\pi^-$, events were pre-selected based on the particles' identification number (PID), which was determined during the cooking process. Events that did not meet this requirement (Table 3.5) were ignored and subsequently omitted from the analysis. The calculation of the detected particles’ masses, which was necessary to determine the PIDs of, used two independently-measured quantities, the momentum ($p$) and the velocity as a fraction of the speed of light ($\beta$). The magnitude of a particle’s momentum was determined with an error of $<1\%$ using information from the CLAS drift chambers (DC) [57]. The $\beta$ of a detected final-state particle was determined with an error of up to $5\%$ [57] using a combination of the Start Counter (SC), the Time of Flight (TOF) spectrometer, and the particle’s trajectory through CLAS. The detected particle’s mass can then be calculated by:

$$m_{\text{particle}}^2 = \frac{p^2 (1 - \beta^2)}{\beta^2}.$$  \hspace{1cm} (3.3)

After the particle’s mass had been calculated, it was compared to the masses of known particles (hadrons and leptons). If this calculated mass matched that of a known particle (within resolution),

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Topology</th>
<th>Reconstructed Particles</th>
<th>Missing Particle of Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma p \rightarrow p \pi^+ (\pi^-)$</td>
<td>1</td>
<td>2 total, $p$ 1, $\pi^+$ 1, $\pi^-$ 0</td>
<td>$m_{\pi^-}$</td>
</tr>
<tr>
<td>$\gamma p \rightarrow p \pi^- (\pi^+)$</td>
<td>2</td>
<td>2 total, $p$ 1, $\pi^+$ 0, $\pi^-$ 1</td>
<td>$m_{\pi^+}$</td>
</tr>
<tr>
<td>$\gamma p \rightarrow (p) \pi^+\pi^-$</td>
<td>3</td>
<td>2 total, $p$ 0, $\pi^+$ 1, $\pi^-$ 1</td>
<td>$m_p$</td>
</tr>
<tr>
<td>$\gamma p \rightarrow p \pi^+\pi^-$</td>
<td>4</td>
<td>3 total, $p$ 1, $\pi^+$ 1, $\pi^-$ 1</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma p \rightarrow p \omega \rightarrow p \pi^+\pi^- (\pi^0)$</td>
<td>5</td>
<td>3 total, $p$ 1, $\pi^+$ 1, $\pi^-$ 1</td>
<td>$m_{\pi^0}$</td>
</tr>
</tbody>
</table>

Table 3.5: Classification of the reactions, $\gamma p \rightarrow p \pi^+\pi^-$ and $\gamma p \rightarrow p \omega \rightarrow p \pi^+\pi^- (\pi^0)$, using different topologies. Reconstructed particles were identified by their PID information from the GPID bank. We did not analyze Topology 3 because such events could not be distinguished from $\gamma n$ events.
the PID associated with that mass was assigned to the final-state particle. This value could then
be used to select certain final-states for analysis. In this analysis, the physical properties of the
final-state particles (e.g. their 4-vectors, vertex information, etc.) were extracted from the GPID
data bank. Photon and final-state particle selection was further improved by applying cuts and
corrections (Section 3.3). We also used kinematic fitting (Section 3.5) to fine-tune the initial-
and final-state momenta by imposing energy- and momentum conservation. Finally, to separate
signal events from the remaining background, we used an event-based Q-factor method which is
discussed in more details in Section 3.9. It is worth mentioning here that the measured events were
produced by physics processes with expected Gaussian distributions. This character will be evident
in many ways in the following sections, such as in the $\Delta \beta$ distributions (see Section 3.3.3), the pull
distributions (see Section 3.5), etc.

Listed below in a short summary are the cuts and corrections that were applied to the FROST-
g9b data in this analysis:

**Cuts**

- Vertex cuts:
  - $(-3.0 - 3.0 \text{ cm})$ Butanol, $(7.5 - 11.0 \text{ cm})$ C, $(14.0 - 18.0 \text{ cm})$ CH$_2$

- Photon selection & accidentals (GPID[], $\text{NGRF} = 1$ & GPID[], $\text{TAGRID}$ equal for all tracks)

- Particle selection: $\Delta \beta = |\beta_c - \beta_m| \leq 3\sigma$

- Kinematic fitting: Confidence-level cut of $\text{CL} > 0.001$ for $\gamma p \rightarrow p \omega \rightarrow p \pi^+ \pi^- (\pi^0)$

**Corrections**

- Time-of-Flight corrections

- Tagger-sag corrections (done in the cooking)

- ELoss corrections

- Momentum corrections

- Lab azimuthal angle corrections
The order in which these were applied to the data was quite flexible except for a few cases. For example, the time-of-flight corrections had to be applied before the $\beta$ cuts. Momentum corrections were determined and applied after ELoss corrections. The following sections describe the cuts and corrections.

### 3.3 Photon and Particle Identification

#### 3.3.1 Initial-Photon Selection (Cuts on Timing and Accidental Photons)

The electrons, which were used to produce the beam of polarized photons via bremsstrahlung radiation, were delivered from the accelerator into Hall B in the form of 2 ns bunches. Since each bunch contained many electrons, there were several potential photon candidates per recorded event that could have triggered the reaction inside the target. Random electron hits could also occur from various background sources (e.g. cosmic rays). These did not create bremsstrahlung photons but the hits were registered in the tagger scintillators. It was important to determine the correct photon in each event (out of about five candidates on average) because the corresponding photon energy was key to understanding the initial state of the event. The analysis steps taken in the photon selection were as follows:

1. The Start Counter time per track at the interaction point, $t_{\text{track}}$, was given by:

   $t_{\text{track}} = t_{\text{ST}} - \frac{d}{c\beta_{\text{calc}}}, \quad (3.4)$

   where $t_{\text{ST}}$ was the time when the particle was detected by the Start Counter, $d$ was the length of the track from the interaction point to the Start Counter$^3$, and $c\beta_{\text{calc}}$ was the calculated velocity of the particle. These (track) times can be averaged to give an event time, $t_{\text{event}}$.

   The time at which a candidate photon arrived at the interaction point, $t_{\gamma}$, was given by:

   $t_{\gamma} = t_{\text{center}} + \frac{d'}{c}, \quad (3.5)$

   where $t_{\text{center}}$ was the time at which the photon arrived at the center of the target and $d'$ was the distance between the center of the target and the event vertex along the beam-axis. We did not consider the $x$- and $y$-coordinates of the event vertex because they were comparable to the vertex resolution. In this analysis, the $t_{\gamma}$ values were obtained from GPID[].TPHO.

   Both, $t_{\gamma}$ as well as $t_{\text{event}}$, describe the time of the $\gamma p$ interaction – based on initial- and final-state particles, respectively. To find the correct initial photon, we can look at the

---

$^3$The values of $t_{\text{ST}}$ and $d$ can be obtained from the GPID[].ST_TIME and GPID[].ST_LEN, respectively.
Figure 3.1: (Left) Example of a coincidence-time distribution, $\Delta t_{\text{TGPB}}$, from FROST-g9b (linear beam polarization) after applying all $\gamma p \rightarrow p \pi^+ \pi^-$ topology and vertex cuts (events originated from the butanol target). The 2 ns bunching of the photon beam is clearly visible in the histogram. (Right) Distribution of $\Delta t = t_{\text{event}} - t_\gamma$ for the selected photon (one entry per event). The event vertex time, $t_{\text{event}}$, was based on Equation 3.4; topology and vertex cuts were applied (see text for more details). We only considered events which had exactly one candidate photon in the same RF bucket per track; each identified track had to be associated with the same photon.

corresponding time differences. The coincidence time, $\Delta t_{\text{TGPB}}$, was thus defined per photon as the difference between the Tagger time and the Start Counter time at the interaction point, $t_{\text{event}} - t_\gamma$. Since each event had several candidate photons, several $\Delta t_{\text{TGPB}}$ values were available, which could be obtained from the TGPB bank. Figure 3.1 (left) shows an example distribution of the coincidence times, $\Delta t_{\text{TGPB}}$. The figure clearly shows the 2 ns bunching of the photons that arrived at the target. For each track, the candidate photon that had the smallest coincidence time was determined and its energy and timing information, $t_\gamma$, were written to the track’s GPID bank. The total number of photon candidates per track was also available. The photon selection itself was performed by the CLAS offline software in the cooking process. In this analysis, we used the energy of the selected photon but did not apply any further timing cuts.

2. Occasionally, events could have more than one candidate photon with $|\Delta t_{\text{TGPB}}| < 1$ ns. In such cases, the photon selection cannot be made based on their time information. The fraction of these events is about 8–10% in the FROST experiment. To prevent any ambiguity, only events with exactly one photon candidate in the same RF bucket for all selected tracks.
Figure 3.2: Time offsets, $\Delta(\text{TOF})$ [ns], of protons (blue line) and pions (red line) versus run number [64]. (Left) Example for TOF Paddle 39, Sector 2. (Right) Example for TOF Paddle 32, Sector 4. The offsets vary with runs and are sometimes different for the different particles.

$(\text{GPID}[], \text{NGRF} = 1)$ were considered in this analysis. In addition, we also ensured that the selected photon was the same for all reconstructed tracks $(\text{GPID}[], \text{TAGRID}$ equal for all tracks). Figure 3.1 (right) shows an example of the coincidence time distribution for the selected initial photon (one entry per event).

### 3.3.2 Time-of-Flight (TOF) Corrections

The FROST-g9b data sets required additional time-of-flight corrections at the analysis stage due to a laser-system malfunction which initially led to poor time-walk corrections. The collaborators at the University of South Carolina performed a detailed study [64] of time-of-flight offsets per paddle in every sector based on g9b runs with a circularly-polarized beam. Figure 3.2 shows the variation in the offsets of protons and pions for TOF Paddle 39 (Sector 2) and Paddle 32 (Sector 4) as examples. The offsets vary with run number and are sometimes even different for protons and pions. The TOF offsets were calculated according to:

$$\Delta(\text{TOF}) = d \cdot \beta_c - d \cdot \beta_m,$$

where $d$ was the distance between the event vertex and the TOF paddle, $\beta_c$ was calculated using the momentum and assumed mass of the particle, and $\beta_m = \frac{v}{c}$ was determined from the TOF paddle and Start Counter information. The collaborators at the Catholic University of America
Figure 3.3: Distributions of $\Delta \beta = \beta_c - \beta_m$ for protons (left) as well as $\pi^+$ and $\pi^-$ (right) from g9b experiment, where $\beta_c$ was calculated based on the particle’s assumed mass. Events in the center peak filled in red were selected after applying the $|\beta_c - \beta_m| \leq 3\sigma$ cut. See text for more details. The green distribution shows $\Delta \beta$ for pions before the time-of-flight corrections.

determined the offsets for the FROST-g9b runs that utilized a linearly-polarized photon beam and also developed offline code [65] for all g9b runs to correct the observed offsets based on energy loss in the poorly-calibrated TOF paddles. Here is a short description of the procedure employed for the corrections [66]:

- Identify the double-pion reaction $\gamma p \rightarrow p \pi^+ \pi^-$. This reaction has excellent statistics and is thus ideally suited for these studies.

- Determine the time offsets (time-shift corrections) and re-calculate the measured $\beta_m$.

- Fit the energy loss $(dE$ versus momentum) spectra of protons and pions for TOF and Start Counter paddles. Identify the proton and pion bands.

- Re-calculate $\Delta(TOF)$ using the new $\beta_m$, and fit $\Delta(TOF)$ versus energy loss for the SC (TOF) paddles to determine an empirical ‘time-walk’ correction function.

In this analysis, we used the correction function – `#include TSCtimeCorr.h` – to simply determine the corrected $\beta_m$ values as input to $\Delta \beta$ cuts in the selection of final-state tracks (Section 3.3.3).

### 3.3.3 Proton and Pion Selection

The photon energy for each event was selected according to the procedure outlined in Section 3.3.1. In the next step, the identification of the final-state particles, proton, $\pi^+$, and $\pi^-$, was
needed. As mentioned in Section 3.2, we initially used particle ID information from the GPID bank and selected those events which belonged to the topologies of our interest (Table 3.5). For a more refined selection of the particles, we used the information on the measured and calculated $\beta$ values of each particle. The GPID bank contained the CLAS-measured momentum of a particle; a theoretical value, $\beta_c$, for that particle could then be calculated from this measured momentum and an assumed mass. The $\beta_c$ values for all possible particle types were compared to the CLAS-measured empirical $\beta_m = \frac{v}{c}$ value. Particle identification then proceeded by choosing the calculated $\beta_c$ closest to the measured $\beta_m$. It must be mentioned that for the FROST-g9b runs, $\beta_m$ was calculated after applying the TOF corrections discussed in the previous Section 3.3.2. Figure 3.3 shows the differences, $\Delta \beta = \beta_c - \beta_m$ for g9b runs. The red distributions represent our final results, whereas the green distribution (for pions) represents $\Delta \beta$ before the TOF corrections. The improvement is clearly visible, the $\Delta \beta_\pi$ peak is more symmetric and the spike at zero disappeared. Assuming a mass $m$ for the particle, $\Delta \beta$ was given by:

$$\Delta \beta = \beta_c - \beta_m = \sqrt{\frac{p^2}{m^2 + p^2} - \beta_m}.$$  (3.7)

The prominent peaks around $\Delta \beta = 0$ shown in Figure 3.3 correspond to the particles of interest. As is clearly seen in the figures, $\Delta \beta$ for the pions is broader than for the protons and a long tail toward negative values for the pions is visible. When the GPID bank was created during the track reconstruction, electrons were not separated from pions. The long tail in the $\Delta \beta$ distributions for the pions represent these electrons which need to be filtered out. To identify the protons and pions, a loose cut on $|\beta_c - \beta_m|$ was applied. The cut was determined by fitting the main peak near $\Delta \beta = 0$ with a Gaussian and discarding all events outside a 3$\sigma$ window, where $\sigma$ was the Gaussian width. Thus, any event with a value of $|\Delta \beta|$ greater than 0.030 for the proton and 0.039 for the pions was filtered out of the FROST-g9b data sets. Figure 3.4 shows the measured momentum, $p$, versus the measured $\beta_m$ for protons and pions before (a) and after (b) applying the $|\beta_c - \beta_m| < 3\sigma$ cut. The bands for the pions and protons (lower band) are clearly visible.

### 3.4 Vertex Cut

The FROST experiment had three different production targets and data were recorded simultaneously on all three of them: a butanol, a carbon, and a polyethylene target. The butanol target
itself was 5 cm long and 3 cm in diameter. The carbon and polyethylene targets were 0.15 cm and 0.35 cm in length, respectively. The butanol target was located at the center of the CLAS spectrometer and the polyethylene target was located 16 cm downstream from the CLAS center. The carbon target was then placed further downstream at 9.5 cm. The $z$-vertex cuts applied in this analysis are shown in Table 3.6. The vertex cut in the $x$-$y$ plane was chosen such that selected events originated no more than 3 cm from the $z$ axis (beam line) (Fig. 3.5, left side).

Table 3.6: This table shows the $z$-vertex cut ranges which were applied in the FROST-g9b analysis to select events originating from the different production targets.

<table>
<thead>
<tr>
<th>$z$-vertex range [cm]</th>
<th>Butanol</th>
<th>C</th>
<th>CH$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>($-3.0$, $3.0$)</td>
<td>($7.5$, $11.0$)</td>
<td>($14.0$, $18.0$)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.4: (Left) The measured $\beta_m$ versus the measured momentum taken from GPID on a logarithmic color scale. Notice a thin horizontal line at one for electrons, and the broad stripes for pions (top) followed by protons (bottom). (Right) The measured $\beta_m$ versus the measured momentum after applying the $3\sigma$ cut based on the difference $\Delta \beta = \beta_c - \beta_m$. Clean pion and proton bands are visible.
Figure 3.6 shows examples of event z-vertex distributions; the values were taken from the MVRT bank. The red line represents data containing all $p\pi^+\pi^-$ events, whereas the dashed blue line denotes the event distributions after the cuts on accidentals (Section 3.3.1) and $\Delta\beta$ (Section 3.3.3) were applied. The small peak between the carbon and the polyethylene target in g9b originated from the end-cap of the heat shield. The carbon target resided inside the dipole magnet and the effect from a thin aluminized foil serving as the end-cap was visible as an additional small peak.

The vertex information in this analysis could be taken from either of the two banks, TBTR or MVRT. The difference in the vertex information came from the number of tracks used to reconstruct the vertex. The data in the TBTR bank was based on the vertex position of a single track, whereas the data in the MVRT bank represented event information (averaged vertex position) based on the tracking information of all available charged particles in the event. The MVRT vertex information was usually more accurate in multiple-track events (e.g. in double-pion photoproduction) since more tracks included in the reconstruction of the vertex location led to a higher degree of accuracy. In an ideal situation, both the TBTR and MVRT information should give similar results, which

Figure 3.5: (Left) An example of a $x$- vs. $y$-vertex distribution from FROST-g9b data (900 MeV nominal coherent edge) based on $p\pi^+\pi^-$ events. A cut of $x^2 + y^2 < 9 \text{ cm}^2$ was applied in the analysis. (Right) A comparison of the z-vertex reconstruction for the event from the MVRT bank and the z-vertex information for the proton from the TBTR bank is shown here. Photon selection cuts and $\Delta\beta$ cuts were applied before comparing the two vertex information. The straight line inclined at an angle of $45^\circ$ showed that the two banks gave very similar results.
Figure 3.6: The $z$-vertex distribution (axis along the beam line) of all reconstructed particles in FROST-g9b; values from the MVRT bank. The positions of the three different targets are clearly visible. The small peak observed at $\sim 12.5$ cm originated from the end-cap of the heat shield. The red line denotes the data containing all $p\pi^+\pi^-$ events. The blue line denotes these events after applying cuts on accidentals and $\Delta\beta$.

seemed to be a good approximation when looking at the vertex information for a larger data set. Figure 3.5 (right side) shows a TBTR versus MVRT $z$-vertex distribution. This plot was created using events which were selected after applying photon selection and $\Delta\beta$ cuts. The straight line for $V_z (TBTR) = V_z (MVRT)$ indicates the expected ideal situation, which was observed very well. The TBTR information for individual tracks was also available from the GPID banks. However, this analysis used the MVRT vertex information.

The use of the carbon target for signal-background separation: The carbon target was placed in the target cryostat to aid in the study of the background originating from bound nucleons in the butanol data. However, it was observed that the carbon target used in FROST-g9a was significantly contaminated with hydrogen. This effect manifested itself by the presence of a peak (around the pion mass) in the missing-pion mass distribution for events from the carbon target [67]. Figure 3.7 shows an example of the contamination using the $n\pi^+$ channel. The distribution from the $^{12}$C target region showed a narrow peak at the mass of the neutron. Owing to the Fermi motion,
Figure 3.7: Example of a missing-mass distribution for the nπ⁺ channel from FROST-g9a data for W = 1.25 - 1.50 GeV, integrated over all angles. Events in the red histogram are from the butanol target and events in the blue histogram are from the ¹²C target with z-vertex larger than 5.0 cm and smaller than 7.5 cm. The blue histogram is scaled by 5.26. The distribution from the ¹²C target region shows a narrow peak at the mass of the neutron. Courtesy of Steffen Strauch (University of South Carolina).

such peaks should ideally be washed out and not be visible, as a broad enhancement at best. The source of the contamination remains unknown but it has been suspected to be due to a low-density build-up of ice (perhaps better: snow). The carbon data also suffered from low statistics. For these reasons, we developed an event-based method for the signal-background separation in the FROST data which did not require any carbon information. The details are given in Section 3.9. The g9b data did not show any signs of a hydrogen contamination. To check the quality of our event-based technique, we compared the integrated background mass distributions from g9b butanol data with the integrated and scaled mass distributions from the g9b carbon data.

3.5 Introduction to Kinematic Fitting

The 4-vectors of the final-state particles were determined in the *cooking* or reconstruction phase. Kinematic fitting [68] slightly modified these raw 4-vectors by imposing energy-momentum conservation on the event as a physical constraint. In a brief summary, all measured components of
the Lorentz 4-vectors (the magnitude of the momentum as well as the two angles used in the drift-chamber reconstruction – \( p, \lambda, \phi \), respectively) in addition to the initial photon energy were modified within their given errors until the event satisfied energy-momentum conservation exactly. The determination of the correct error (or covariance) matrix was important in this fitting procedure. The kinematically-fitted event had then several quantities which could be used to inspect the quality of the kinematic fitting: a pull value for each measured quantity and an overall \( \chi^2 \) value. The latter could be converted to a confidence-level (CL) value to judge the goodness-of-fit. The pull distributions were used to evaluate the initial error estimation and to study systematics. It turned out that kinematic fitting provided an effective tool to determine kinematic corrections, e.g. momentum corrections. This is discussed in Section 3.6.

### 3.5.1 Confidence Level

To check the goodness-of-fit or the agreement between the fit hypothesis and the data, the fit \( \chi^2 \) value was used. The corresponding CL value was defined as:

\[
CL = \int_{\chi^2}^{\infty} f(z; n) \, dz,
\]

where \( f(z; n) \) was the \( \chi^2 \) probability density function with \( n \) degrees of freedom. It denoted the probability distribution for certain external constraints, e.g. energy-momentum conservation or also a missing-particle constraint. In the ideal case where all events satisfied the fit hypothesis and the measured quantities were all independent and had only statistical uncertainties, the confidence-level distribution would be flat from \((0, 1]\). However, the real data had a confidence-level distribution which showed a peak near zero (Fig. 3.8, left side). This peak contained events which did not satisfy the imposed constraints. These events could be hadronic background events, poorly reconstructed events with significant systematic uncertainties, or events with misidentified particles. A cut on small CL values eliminated the majority of these background events while only a relatively small amount of good data was lost.

### 3.5.2 Pulls

A pull value is a measure of how much and in what direction the kinematic fitter has to alter a measured parameter – or to pull at it – in order to make the event fulfill the imposed constraint.
Figure 3.8: Example of results from kinematic fitting. Energy and momentum conservation was imposed on Topology 4 in the reaction $\gamma p \rightarrow p \pi^+ \pi^-$. (Left) A confidence-level distribution. It peaks toward zero but flattens out toward one. (Right) A pull distribution of the incoming photon energy. Ideally, such a distribution is Gaussian in shape, centered at the origin ($\mu = 0$) and has a sigma of one ($\sigma = 1$).

All three fit parameters for every detected final-state particle had pull distributions. The pull value for the $i^{th}$ fit parameter was given by:

$$z_i = \frac{\epsilon_i}{\sigma(\epsilon_i)}, \quad (3.9)$$

where $\epsilon_i = \eta_i - y_i$ was the difference between the fitted value, $\eta_i$, and the measured value, $y_i$. The quantity $\sigma$ represents the standard deviation of the parameter $\epsilon_i$. Therefore, the $i^{th}$ pull can be written as:

$$z_i = \frac{\eta_i - y_i}{\sqrt{\sigma^2(\eta_i) + \sigma^2(y_i)}}. \quad (3.10)$$

The reaction $\gamma p \rightarrow p \pi^+ \pi^-$ (using Topology 4, see Table 3.5) had three detected final-state particles: proton, $\pi^+$, and $\pi^-$. Since the reconstruction of each particle was based on three parameters, this topology had ten pull distributions including a pull for the initial photon energy. In the ideal case that the error matrix of these parameters was correctly determined and all remaining systematic errors were negligible, the pull distributions would be Gaussian in shape with a width of one ($\sigma = 1$) and centered at zero ($\mu = 0$); an example is shown in Figure 3.8 (right side). A systematic problem with the data in the quantity $\eta_i$ would be observed as an overall shift away from zero. Similarly, if the errors of $\eta_i$ were consistently (overestimated) underestimated, then the corresponding pull distribution would be too (narrow) broad, and the slope of the CL distribu-
tion toward $CL = 1$ would be (positive) negative. The errors of the measured parameters can be corrected from the pull distributions in an iterative procedure.

In our analysis, kinematic fitting served as an effective tool to fine-tune the final-state corrections. We used Topology 4 (all final-state particles detected) for this fine-tuning as described in Section 3.6.3.

### 3.6 Kinematic Corrections

#### 3.6.1 Energy-Loss (ELoss) Correction

As charged particles traveled from the production vertex to the active components of the CLAS spectrometer, they lost energy through inelastic scattering, atomic excitation or ionization when interacting with the three kinds of targets, target walls, support structures, beam pipe, Start Counter, and the air gap between the Start Counter and the Region 1 Drift Chambers. Therefore,

![Figure 3.9: Missing-mass distributions from the butanol target before (dotted blue histogram) and after (solid red histogram) applying energy-loss corrections using the Topology $\gamma p \rightarrow p \pi^+(\pi^-)$. The vertical line denotes the mass of the $\pi^-$. In this example, the energy-loss corrections improved the peak position and made the width noticeably smaller. However, the peak was not positioned exactly at the $\pi^-$ mass, yet; further corrections were needed. The picture was made using three runs from the FROST-g9b 1300-MeV data set (nominal coherent edge).](image-url)
the momentum reconstructed from the drift chambers was smaller than the momentum of the particle at the production vertex. To account and correct for this, the 4-vectors of the final-state particles were modified event-by-event using the “ELoss” package, which was developed for charged particles moving through CLAS [69]. This ELoss package determined the lost momentum of each particle in the materials it had interacted with. In this procedure, the particle’s 4-momentum – as measured by the Region 1 Drift Chambers – was used to track the particle back to the reaction vertex in the target cell. The energy loss was then calculated based on the distance and the materials it traversed. The corresponding 4-vector was corrected by multiplying an ELoss correction factor to the magnitude of the momentum:

\[ P(\text{p}, \text{ELoss}) = \eta_p \cdot P(\text{p}, \text{CLAS}) \]

\[ P(\pi^+, \text{ELoss}) = \eta_{\pi^+} \cdot P(\pi^+, \text{CLAS}) \]

\[ P(\pi^-, \text{ELoss}) = \eta_{\pi^-} \cdot P(\pi^-, \text{CLAS}), \]

where \( P(x, \text{ELoss}) \) is the momentum of the particle \( x \) after applying the energy-loss correction, \( P(x, \text{CLAS}) \) is the raw momentum measured in CLAS and \( x \) is either the proton, \( \pi^+ \), or \( \pi^- \). The parameters \( \eta_p, \eta_{\pi^+}, \) and \( \eta_{\pi^-} \) are the ELoss correction factors which modified the momentum by a few MeV, on average. The energy-loss correction improved the peak positions in the mass distributions, as can be seen from the example shown in Figure 3.9.

### 3.6.2 Tagger-Sag Correction

The energy of the incoming photons was determined by the Hall-B tagging system. It was observed in previous experiments that a physical sagging of the holding structure supporting the E-counter scintillator bars could be attributed to gravitational forces [70]. The consequence of this time-dependent sagging was a misalignment of the scintillator bars which led to a small shift of the scattered electron’s energy [71]. In the FROST experiment, the tagger sag was taken into account and corrected in the offline reconstruction code. No further photon energy correction was applied.

### 3.6.3 Momentum Corrections

The FROST experimental setup was not absolutely perfect. For this reason, corrections of a few MeV had to be determined and applied to the final-state particles’ momenta to account for unknown variations in the CLAS magnetic field (Torus Magnet) as well as inefficiencies and
misalignments of the drift chambers. The initial g9b momentum corrections for the proton and the $\pi^+$ were determined by the collaborators at Arizona State University (ASU) [72] based on the single-track reactions $\gamma p \rightarrow pX$ and $\gamma p \rightarrow X\pi^+$, respectively. In a two-stage method, the proton and $\pi^+$ momenta were corrected such that the $X$-peak position did not show any azimuthal-angle dependence. We verified these corrections with the kinematic fitter developed at Florida State University by observing the quality of the pull distributions before and after applying the momentum corrections. The full details of the ASU approach are available in reference [72].

![Figure 3.10: Azimuthal dependence in the lab frame of the missing mass X in the reaction $\gamma p \rightarrow \pi^+ X$ before (left) and after (right) applying momentum corrections for $E_\gamma \in [1.3, 1.4]$ GeV. The data shown are from the g9b data set with PARA beam and ‘+’ target polarization.](image)

We applied these initial ASU corrections on the g9b data. All data sets were then fine-tuned and momentum corrections were also determined for the $\pi^-$. In a first step, we studied the momentum distributions of each final-state particle, decided on five momentum ranges and binned the data accordingly. In a second step, we performed 4C kinematic fitting (Topology 4) and evaluated the pull distributions for the different momentum bins. The fine-tuning goal was to obtain pull distributions which were Gaussian in shape with a mean value = 0. As a matter of fact, only very small corrections were needed to achieve this goal. An iterative process was repeated until the pull distributions for proton, $\pi^+$, and $\pi^-$ looked satisfactory. Table 3.7 gives the momentum ranges and the multiplicative factors we determined for the g9b data utilizing circular beam polarization;
Figure 3.11: Azimuthal dependence in the laboratory frame of the missing mass X in the reaction \( \gamma p \rightarrow p\pi^+ X \) before (left) and after (right) applying momentum corrections for \( E_\gamma \in [1.2, 1.3] \text{ GeV} \). The data shown are from the g9b data set with PARA beam and ‘+’ target polarization.

Tables 3.8 and 3.9 give the momentum ranges and the correction factors for the g9b data utilizing linear beam polarization.

Some representative distributions showing the rectification of the missing-mass dependence on \( \phi_{\text{lab}} \) after applying the momentum corrections are shown in Figures 3.10 (for the neutron in the reaction \( \gamma p \rightarrow \pi^+ X \)) and 3.11 (for the \( \pi^- \) in the reaction \( \gamma p \rightarrow p\pi^+ X \)). The final pull and confidence-level distributions after applying all corrections are shown in Figures 3.12, and 3.13. Table 3.10 shows the final mean and \( \sigma \) values of Gaussian fits to the pull distributions that were integrated over all momentum bins after applying all corrections, including lab azimuthal and polar angle corrections. The angle corrections are explained in Section 3.6.4. The momentum corrections significantly improved the mean values of the momentum pull distributions; they had a much smaller effect on the other pulls. The azimuthal and polar angle corrections, on the other hand, improved the mean and the \( \sigma \) values of the \( \lambda \) and the \( \phi \) pull distributions, respectively.
Table 3.7: The momentum binning of the final-state particles and our “fine-tuning” correction factors for the g9b data (utilizing circular beam polarization) after applying the initial ASU corrections.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Momentum Bin</th>
<th>Range [GeV]</th>
<th>Correction Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>proton</td>
<td>1</td>
<td>$\leq 0.5$</td>
<td>1.037</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5 - 0.6</td>
<td>1.014</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.6 - 0.7</td>
<td>1.006</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7 - 0.9</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$&gt; 0.9$</td>
<td>1.001</td>
</tr>
<tr>
<td>$\pi^+$</td>
<td>1</td>
<td>$\leq 0.2$</td>
<td>1.005</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.20 - 0.27</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.27 - 0.35</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.35 - 0.53</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$&gt; 0.53$</td>
<td>1.002</td>
</tr>
<tr>
<td>$\pi^-$</td>
<td>1</td>
<td>$\leq 0.2$</td>
<td>1.005</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.20 - 0.27</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.27 - 0.35</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.35 - 0.53</td>
<td>1.001</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$&gt; 0.53$</td>
<td>1.001</td>
</tr>
</tbody>
</table>
Table 3.8: The momentum binning of the final-state particles and our “fine-tuning” correction factors for the g9b data utilizing linear-beam polarization after applying the initial ASU corrections.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mom. Bin</th>
<th>Range [GeV]</th>
<th>Correction Factor for different Coherent Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9</td>
</tr>
<tr>
<td>proton</td>
<td>1</td>
<td>≤ 0.5</td>
<td>1.013</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5 - 0.6</td>
<td>1.009</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.6 - 0.7</td>
<td>1.006</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7 - 0.9</td>
<td>1.004</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>&gt; 0.9</td>
<td>1.002</td>
</tr>
<tr>
<td>π⁺</td>
<td>1</td>
<td>≤ 0.2</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.20 - 0.27</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.27 - 0.35</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.35 - 0.53</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>&gt; 0.53</td>
<td>1.000</td>
</tr>
<tr>
<td>π⁻</td>
<td>1</td>
<td>≤ 0.2</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.20 - 0.27</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.27 - 0.35</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.35 - 0.53</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>&gt; 0.53</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Table 3.9: The momentum binning of the final-state particles and our “fine-tuning” correction factors for the g9b data utilizing linear-beam polarization after applying the initial ASU corrections.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Momentum Bin</th>
<th>Range [GeV]</th>
<th>1.7</th>
<th>1.9 (5/22 - 6/8)</th>
<th>1.9 (6/8 - 6/11)</th>
<th>2.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>proton</td>
<td>1</td>
<td>≤ 0.5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.007</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5 - 0.6</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.005</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.6 - 0.7</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7 - 0.9</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>&gt; 0.9</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>π⁺</td>
<td>1</td>
<td>≤ 0.2</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.20 - 0.27</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.27 - 0.35</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.35 - 0.53</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>&gt; 0.53</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>π⁻</td>
<td>1</td>
<td>≤ 0.2</td>
<td>1.021</td>
<td>1.021</td>
<td>1.023</td>
<td>1.027</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.20 - 0.27</td>
<td>0.985</td>
<td>0.985</td>
<td>0.986</td>
<td>0.988</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.27 - 0.35</td>
<td>0.982</td>
<td>0.982</td>
<td>0.983</td>
<td>0.984</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.35 - 0.53</td>
<td>1.005</td>
<td>1.005</td>
<td>1.006</td>
<td>1.007</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>&gt; 0.53</td>
<td>0.991</td>
<td>0.991</td>
<td>0.992</td>
<td>0.995</td>
</tr>
</tbody>
</table>

Table 3.10: Examples of final mean (\(\bar{x}\)) values and \(\sigma\)'s of Gaussian fits to FROST pull distributions integrated over all momentum bins (Tables 3.7 & 3.8) after applying all corrections.

<table>
<thead>
<tr>
<th></th>
<th>proton</th>
<th>π⁺</th>
<th>π⁻</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>mom. λ φ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FROST - g9b (circular beam polarization: Period 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\bar{x})</td>
<td>0.013</td>
<td>0.032</td>
<td>0.013</td>
<td>-0.023</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>1.038</td>
<td>1.080</td>
<td>1.052</td>
<td>1.056</td>
</tr>
<tr>
<td>FROST - g9b (linear beam polarization: 1.3 GeV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\bar{x})</td>
<td>-0.006</td>
<td>0.044</td>
<td>-0.012</td>
<td>-0.040</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>1.031</td>
<td>0.981</td>
<td>0.975</td>
<td>0.968</td>
</tr>
</tbody>
</table>
Figure 3.12: Examples of g9b pull and confidence-level distributions (Period 3, runs 62374-62464) from the butanol target at various stages in the analysis. The green-dotted line was made from the raw data without applying any corrections. After the ELoss package was applied, the red-dashed line was obtained. A significant improvement was observed, in particular for the momentum pulls. Finally, momentum and angle corrections (Section 3.6.4) were applied and the blue-solid histograms were obtained. These pull and the confidence-level distributions are based on Topology 4, $\gamma p \rightarrow p\pi^+\pi^-$, with a 5% confidence-level cut applied. The lines represent Gaussian fits to the data; the mean and $\sigma$ values of the fits can also be found in Table 3.10.
Figure 3.13: Examples of g9b pull and confidence-level distributions (1.3 GeV coherent edge) from the butanol target at various stages in the analysis. The green-dotted line was made from the raw data without applying any corrections. After the ELoss package was applied, the red-dashed line was obtained. A significant improvement was observed, in particular for the momentum pulls. Finally, momentum and angle corrections (Section 3.6.4) were applied and the blue-solid histograms were obtained. These pull and the confidence-level distributions are based on Topology 4, $\gamma p \rightarrow p \pi^+\pi^-$, with a 5\% confidence-level cut applied. The lines represent Gaussian fits to the data; the mean and $\sigma$ values of the fits can also be found in Table 3.10.
3.6.4 Lab Azimuthal and Polar Angle Corrections

We initially observed that the $\lambda$-pull distributions of the final-state particles from the FROST-g9b data exhibited a sinusoidal behavior with respect to the lab azimuthal angle, $\phi_{\text{lab}}$ (derived from their respective momentum vectors). Since the tracking parameter $\lambda$ is closely related to the azimuthal angle in the lab coordinate system, this indicated that the measured azimuthal angles from the momentum vectors needed corrections. It should be noted here that these modulations in the $\lambda$ pull distributions are not an effect of the beam and target polarizations. In the ideal case, the pull distributions in each $\phi_{\text{lab}}$ sector should be centered at zero, independent of the type of the beam and target polarizations. It was important to correct the azimuthal angles in FROST-g9b (which had a transversely-polarized target) since the final observables were extracted by fitting the $\phi_{\text{lab}}$ angular distributions.

The $\phi$ pull distributions showed relatively smaller but also non-zero modulations with respect to the lab azimuthal angle $\phi_{\text{lab}}$ (see Appendix B). This suggested that corrections were also required for the lab polar angles $\theta_{\text{lab}}$ (derived from the momentum vectors) which are closely related to the $\phi$ tracking parameter.

Upon developing correction functions, we observed that the modulations were related to the magnetic field of the dipole holding magnet (introduced in Section 2). The data with a negative sign for the holding field showed modulations that were $180^\circ$ out-of-phase with the modulations seen in the data with a positive sign for the holding field (see Appendix B). Our observations were consistent with the expected effects of a magnetic dipole field (about 0.5 T in magnitude) on charged particles which broke the $\phi_{\text{lab}}$ invariance of the system. The magnetic forces of the holding field were not taken into account during the track reconstruction and needed to be corrected. The deflection caused by the magnetic force on a charged particle depended on many factors such as the $x$-, $y$- and $z$-components of the particle’s velocity, the initial azimuthal angle and the time-of-flight of the particle. This represented a complicated multi-dimensional problem which was almost impossible to solve at this stage in the analysis. To simplify the situation, we developed corrections for the final-state particles only as a function of $\beta_z$. The reason for choosing $\beta_z$ was that the component of the magnetic force that affected the azimuthal angle depended only on the $z$-component of $\vec{\beta}$. The details of the procedure used for the determination of the correction functions are given in Appendix B. Figure 3.14 shows examples of the mean values of the $\lambda$ pull distributions versus $\phi_{\text{lab}}$.
Figure 3.14: (Left column) Mean values of the \( \lambda \) pull distributions versus the lab azimuthal angle from Topology 4 of FROST-g9b (1.5 GeV coherent-edge data set) for the proton (top), \( \pi^+ \) (center) and \( \pi^- \) (bottom) after applying energy-loss and momentum corrections. The modulations observed in these plots indicated that the azimuthal angles (from the momentum vectors) in the lab system required separate corrections for each particle. (Right column) The same distributions after applying the angle corrections. The initial modulations were successfully corrected.
before (left column) and after (right column) applying the corrections (1.5 GeV data set). The modulations were successfully removed.

The corrections also improved the overall kinematics. This was evident from the $\sigma$ values of the Gaussian fits to the integrated $\lambda$ and $\phi$ pull distributions. Before applying the angle corrections, the modulations led to a larger width of the pulls (Table 3.11). After the corrections were applied, the $\sigma$ values came closer to the ideal value of one as shown in the table. The mean values of the pulls also improved. Note that we used the same corrections for the linearly- as well as the circularly-polarized g9b data.

Table 3.11: Examples of the final (ELoss and momentum corrections included) mean and $\sigma$ values of Gaussian fits to FROST pull distributions before and after applying angle corrections. The corrections improved the quality of the $\lambda$ and $\phi$ pull distributions, thereby improving the overall kinematics of the events.

<table>
<thead>
<tr>
<th></th>
<th>proton</th>
<th>$\pi^+$</th>
<th>$\pi^-$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mom.</td>
<td>$\lambda$</td>
<td>$\phi$</td>
<td>mom.</td>
</tr>
<tr>
<td><strong>FROST - g9b (1.5 GeV data set), without angle corrections</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>0.040</td>
<td>0.061</td>
<td>-0.015</td>
<td>-0.016</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.028</td>
<td>1.114</td>
<td>1.094</td>
<td>1.052</td>
</tr>
<tr>
<td><strong>FROST - g9b (1.5 GeV data set, with angle corrections</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>0.035</td>
<td>0.046</td>
<td>-0.001</td>
<td>-0.008</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.026</td>
<td>1.076</td>
<td>1.054</td>
<td>1.046</td>
</tr>
</tbody>
</table>

### 3.6.5 Bad or Malfunctioning Time-of-Flight Paddles

Some TOF paddles of the CLAS spectrometer were dead or malfunctioning during the experiment. Reference [62] contains an extensive study on bad TOF paddles in FROST-g9b using single-track events. These paddles were identified by studying the reconstructed mass versus TOF counter number for all six sectors. The identified bad paddles are listed in Table 3.12. However, in this analysis we did not remove them because the final observables were extracted by forming asymmetries in which the data were used for the acceptance correction. The poor efficiency of the
bad paddles canceled out in the ratios. The table is given in this document for completeness and future reference.

Table 3.12: The list of bad time-of-flight paddles.

<table>
<thead>
<tr>
<th>Sector Number</th>
<th>Bad TOF Paddles in g9b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>none</td>
</tr>
<tr>
<td>2</td>
<td>24, 44, 45, 49, 51</td>
</tr>
<tr>
<td>3</td>
<td>22, 38</td>
</tr>
<tr>
<td>4</td>
<td>15, 48, 49, 53</td>
</tr>
<tr>
<td>5</td>
<td>22, 50-55</td>
</tr>
<tr>
<td>6</td>
<td>12, 13, 49, 53, 56</td>
</tr>
</tbody>
</table>

### 3.7 Event Statistics after Applying all Cuts and Corrections

The process of developing and applying energy, momentum and other necessary corrections such as angle corrections during the course of this analysis served the purpose of correcting for the effects of the experimental setup, therefore resulting in a data set that was as nature intended it. Additionally, determining and enforcing cuts used in the analysis served not only to remove the remaining instrumental effects of the experimental setup but also to remove the contributions from physics events not of interest to the analysis (the hadronic or electromagnetic background). Through the application of the proper vertex position, photon and particle identification variables, this background could be reduced considerably. However, the FROST experiment used a “dirty” polarized target (about 86.5% of the nucleons in butanol are from carbon and oxygen), the free-proton events from the butanol – after removing some of the background – still had contributions from bound nucleons. These bound-nucleon contributions still need to be taken care of.

As an example, Table 3.13 shows how many events survived after applying various cuts on the (coherent edge) 1.3 GeV data set from FROST-g9b with PARA and PERP beam polarization settings. The number quoted within parentheses shows the percentage of surviving events. Applying a vertex cut to select events originating from the butanol target, filtered out the maximum chunk (93.5%) of the data. Note that Topology 1 resulted in the largest yield compared to the other three topologies in the two-pion analysis.
Table 3.13: The table shows the statistics of surviving events after various cuts were applied to the g9b-1.3 GeV data set with PARA & PERP settings (AMO data set not considered here).

<table>
<thead>
<tr>
<th>Cuts</th>
<th># of Events (% of Events)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cut</td>
<td>1.031e09 (100)</td>
</tr>
<tr>
<td>Vertex Cut (Butanol Events)</td>
<td>6.74e07 (6.5)</td>
</tr>
<tr>
<td>Vertex Cut + Topology Cut</td>
<td></td>
</tr>
<tr>
<td>Topology 1</td>
<td>2.05e07 (1.99)</td>
</tr>
<tr>
<td>Topology 2</td>
<td>1.99e07 (1.93)</td>
</tr>
<tr>
<td>Topology 3</td>
<td>1.71e07 (1.66)</td>
</tr>
<tr>
<td>Topology 4</td>
<td>1.00e07 (0.97)</td>
</tr>
<tr>
<td>Vertex Cut + Topology Cut + Photon Selection Cuts</td>
<td></td>
</tr>
<tr>
<td>1.16e07 (1.13)</td>
<td></td>
</tr>
<tr>
<td>9.83e06 (0.95)</td>
<td></td>
</tr>
<tr>
<td>1.12e07 (1.09)</td>
<td></td>
</tr>
<tr>
<td>6.30e06 (0.61)</td>
<td></td>
</tr>
<tr>
<td>Vertex Cut + Topology Cut + Photon Selection + β Cut</td>
<td></td>
</tr>
<tr>
<td>8.43e06 (0.82)</td>
<td></td>
</tr>
<tr>
<td>7.72e06 (0.75)</td>
<td></td>
</tr>
<tr>
<td>6.54e06 (0.63)</td>
<td></td>
</tr>
<tr>
<td>4.01e06 (0.39)</td>
<td></td>
</tr>
</tbody>
</table>

3.7.1 Circularly-Polarized Photon Beam - Degree of Polarization

Circularly-polarized photons were produced via bremsstrahlung of longitudinally-polarized electrons from an amorphous radiator, as discussed in Chapter 2. The degree of circular polarization of these bremsstrahlung photons, \( \delta_\odot \), could be calculated from the longitudinal polarization of the electron beam, \( \delta_{e^-} \), multiplied by a numerical factor. Using \( x = E_\gamma/E_{e^-} \), the degree of polarization was given by [73]:

\[
\delta_\odot(x) = \delta_e \cdot \frac{4x - x^2}{4 - 4x + 3x^2}.
\]  

(3.12)

Figure 3.15: Degree of circular polarization in units of \([\delta_\gamma/\delta_{e^-}]\) as a function of photon energy.
Figure 3.15 shows that the degree of circular polarization is roughly proportional to the photon beam energy. In this figure, the photon energy, $E_\gamma$, is given as a fraction of the electron beam energy, $E_{e^-}$. In the g9b experiment, the electron beam energy was 3.082 GeV for all the runs that we used in this analysis. The degree of electron beam polarization, $\delta_{e^-}$, was determined from Møller measurements, discussed in details in Section 2.2. Table 3.14 summarizes these measurements for different runs. The average value for $\delta_{e^-}$ was $87.10 \pm 1.50\%$. We determined the degree of photon beam polarization on an event basis using our knowledge of the photon energy of the event, the average degree of electron beam polarization and Equation 3.12.

Table 3.14: Møller measurements of the electron beam polarization and average values.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Electron-Beam Energy $E_{e^-}$</th>
<th>Date</th>
<th>Run Number</th>
<th>Electron-Beam Polarization $\delta_{e^-}$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>FROST-g9b</td>
<td>3.082 GeV</td>
<td>Mar. 22, 2010</td>
<td>62271</td>
<td>$+84.72 \pm 1.71$</td>
<td>$87.10 \pm 1.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mar. 24, 2010</td>
<td>62305</td>
<td>$+88.09 \pm 1.47$</td>
<td>$87.10 \pm 1.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Apr. 08, 2010</td>
<td>62530</td>
<td>$+88.08 \pm 1.48$</td>
<td>$87.10 \pm 1.50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Apr. 19, 2010</td>
<td>62704</td>
<td>$+86.76 \pm 1.36$</td>
<td>$87.10 \pm 1.50$</td>
</tr>
</tbody>
</table>

3.7.2 Circularly-Polarized Photon Beam - Orientation of the Helicity States

The direction of the beam polarization depended on the condition of the half-wave plate (HWP) which was either IN or OUT. In each period, the longitudinal polarization of the electron beam was flipped pseudo-randomly at a rate of $30 - 940$ Hz. Occasionally, the HWP was inserted in the circularly-polarized laser beam of the electron gun to reverse helicities and thus, the beam polarization phase was changed by $180^\circ$. The HWP was inserted and removed at semi-regular intervals throughout the experimental run to ensure that no polarity-dependent bias was manifested in the measured asymmetries. Corrections to the helicity state (including HWP settings) were taken into account during the reconstruction process and the CORRECTED helicity information was available for the analysis in the trigger bit 29 of the HEAD bank. Trigger bit 30 of the same
bank was used as a flag to indicate whether the beam helicity information required corrections. We used the code provided on the FROST website [77]:

```c
int cntrlmask = 0x40000000; // bit30 flag for corrected helicity
int helmask = 0x20000000; // bit29 corrected helicity bit
if ( !(HEAD[0].TRIGBITS & cntrlmask) ) continue;
int helicity = (HEAD[0].TRIGBITS & helmask) ? 1 : -1;
```

3.7.3 Linearly-Polarized Photon Beam - Degree of Polarization

Linearly-polarized photons were produced in the FROST experiment by using the coherent bremsstrahlung technique whereby the electron beam scattered coherently from a diamond crystal radiator. In this technique, the coherent scattering led to an enhancement (also called the *coherent peak*) in the photon energy spectrum. As discussed in details in Section 2.2, the coherent edge, the orientation of the linear beam-polarization and the degree of the beam polarization were controlled by various experimental conditions.

The degree of beam polarization was determined by fitting the measured enhancements obtained from the tagging spectrometer with a coherent bremsstrahlung calculation developed at the University of Glasgow [74, 75]. A typical fit is shown in Figure 3.16. The corresponding polarization was determined from the fitted parameters as a function of photon energy (or tagger channel) and a polarization “lookup table” was created. Ideally, for a given electron beam energy, polarization plane orientation and nominal coherent-edge setting, only one polarization table should be needed. In practice, the coherent edge drifted with time, due to small changes in the angle between the beam and the crystal lattice. Hence, many polarization tables were required, and the appropriate table was selected on the basis of the coherent edge position, which was measured every 2s.

In the analysis, the event-by-event information on the coherent edge position was available from the EPIC bank. Events were discarded if the actual coherent edge position was greater than the nominal edge setting (in MeV) + 100 MeV. The appropriate polarization table was then selected based on the nominal edge setting, electron beam energy, polarization plane orientation and the actual coherent edge value. The degree of the beam polarization corresponding to the tagger $E_{id\text{ bin}}$ associated with the event’s photon was obtained from the selected table. Events were only kept if the polarization was available and the value was between 0.0 and 1.0. The degree of linear polarization varied from $\sim 40\%$ to about $60\%$ in the g9b data sets.
Figure 3.16: An enhancement peak (top) and the corresponding degree of beam polarization (bottom) from the 1100 MeV nominal coherent edge data set of FROST-g9b with PERP beam setting (data points shown in blue in the picture). The fit to the enhancement is shown in green. The actual coherent edge is located at 1099.0 MeV in this example. Figure taken from [76].

3.7.4 Beam-Charge Asymmetry in Data Sets with Circularly-Polarized Photons

The electron-beam polarization was toggled between the $h^+$ and the $h^-$ helicity state at rates of 943.396 Hz, 239.981 Hz, and 29.560 Hz, depending on the requests of the experiments involved during the data-taking [77]. At these large rates, the photon-beam flux for both helicity states should be the same, on average. However, small beam-charge asymmetries of the electron beam could cause instrumental asymmetries in the observed hadronic asymmetries and had to be taken into account. The beam-charge asymmetry could be calculated from the luminosities of helicity-plus and helicity-minus events:

$$\Gamma^\pm = \alpha^\pm \Gamma = \frac{1}{2} (1 \pm \bar{a}_c) \Gamma,$$

(3.13)
where $\Gamma$ was the total luminosity. The parameter $\alpha^\pm$ was used to find the helicity-plus and helicity-minus luminosities, $\Gamma^\pm$, from the total luminosity. This parameter depended on the mean value of the electron-beam charge asymmetry, $\bar{a}_c$. Figure 3.18 shows examples of the beam-charge asymmetry for g9b runs. The beam-charge asymmetry was typically less than 0.2% [77]. Since the beam-charge asymmetries were very small, they could be considered negligible. For example, the effect of the beam-charge asymmetry on the polarization observable $I^\odot$ using the FROST-g9a data was investigated and found to be negligible, as shown in Figure 3.17.

### 3.7.5 Target Polarization

In FROST-g9b, the target was transversely-polarized and was polarized a total of 19 times, about once per week. The target was most often polarized in the negative spin state (15 times) because it reached a higher starting polarization ($-92\%$) than the positive spin state (83%). Therefore, the orientation of the target spins with respect to the beam was usually determined by the direction of the transverse holding field. The relaxation time during g9b was somewhat higher, about 3400 hours for positive polarization with beam and 4000 hours without. The relaxation time for the negative spin state was once again about half that of the positive. The final two weeks of
Figure 3.18: Examples of the beam-charge asymmetry for (left) earlier g9b runs, 62225-62704, and (right) later g9b runs, 63508-63598. The values are typically smaller than 0.2 %. Pictures from [77].

The collaborators at the University of South Carolina determined the target polarization from NMR measurements [79]. The basic principle behind this technique is discussed in Section 2.4. The results for each g9b run including uncertainties are given in the g9b runlist. Figure 3.19 shows the magnitude and direction of the target polarization in each FROST-g9b run. The target polarization varied from about 45 % to 94 % over the whole experiment with a typical uncertainty of $\sim 1.7 \%$. The average polarization was found to be about 81 %. A positive (negative) sign for the target polarization denotes that the polarization pointed away from (towards) the floor of the experimental Hall.

The average degree of target polarization in each period was used in the analysis rather than run-by-run polarization values. For further details please see Section 4.4.2.

**Target Polarization Offset-Angle Calibration** The transverse magnetic field of the holding magnet was inclined at a nominal angle of $\sim 60^\circ$ with respect to the floor of the experimental hall but the extraction of the polarization observables required an accurate determination of this offset. It was not possible to find the angle during the experiment since the coils of the dipole holding magnet were attached to the target cryostat and could not be monitored while the target was in place. However, it was possible to extract the offset experimentally by introducing it as a parameter in the fits of high-statistics azimuthal-angle distributions. Individual studies were carried out by
the collaborators at Arizona State University (ASU) as well as the Catholic University of America (CUA), and by us (see Appendix F).

ASU performed a detailed study using a high statistics reactions, $\gamma p \rightarrow n\pi^+$ and $\gamma p \rightarrow p\pi^0$, over a range of energy and polar angle bins [80], [81]. The yields were fitted to the equation:

$$Y = N_\gamma \sigma_0 (1 + P_t T \sin \alpha + P_t P_\gamma F \cos \alpha) = N_\gamma \sigma_0 (1 + P_t T \sin (\phi - \phi') + P_t P_\gamma F \cos (\phi - \phi')),$$

(3.14)

where $N_\gamma$ was the normalizing photon-flux factor, $P_\gamma$ and $P_t$ were the beam and target polarizations, respectively, $\alpha$ was the angle of inclination of the target polarization with respect to the center-of-mass production plane (see Appendix C), $\phi$ was the azimuthal angle of the outgoing meson and $\sigma_0$, $T$, $F$, $\phi'$ were the fit parameters. The weighted average of $\phi'$ came out to be $-63.9 \pm 0.4^\circ$. The magnitude of $\phi'$ was also consistent with the CUA result [62]. CUA extracted the angle by studying the raw target asymmetry for the reaction $\gamma p \rightarrow \pi^+ X$.

Furthermore, the use of Equation 3.14 for the reaction $\gamma p \rightarrow p\eta$ using g9b data gave results for $T$ which were consistent with previously published results [81]. This provided an unambiguous determination of the target offset. From Figure C.2 we see that the angle $\alpha$ is related to the target offset angle $\phi_0$ as $\alpha = 180^\circ - \phi_{CLAS}^p + \phi_0$. This reduces Equation 3.14 to (let us only focus on the
On comparing Equations 3.14 and 3.15 we see that $\phi_0 = \phi' + 180^\circ = -63.9^\circ + 180^\circ$. Therefore the target offset was, $\phi_0 = 116.1^\circ \pm 0.4^\circ$ from the x-axis in the lab frame (Figure 3.20).

3.8 Normalization

To extract experimental asymmetries, it was necessary to appropriately combine data sets with different beam and/or target polarizations. Since the number of runs included in each data set was different and each run also had a different number of events, a normalization factor was needed to adjust the imbalance. The total number of events included in the raw data (no cuts applied and no particular final state selected) was roughly proportional to the initial number of photons. A normalization factor, denoted as:

$$N = \frac{\Phi_1 \text{ (data set}_1\text{ )}}{\Phi_2 \text{ (data set}_2\text{ )}},$$

(3.16)
could thus be defined as the ratio of the initial number of photons for two data sets or alternatively, as the ratio of the raw events from one of the targets. The photon flux information in CLAS analyses were stored in “gflux” files. Full details on the method to determine the photon flux is available in [82]. The general idea was as follows. The first step was to find out the number of “good” electron hits (when left and right hits of a T-counter matched with a hit in the E-counter of the tagger) during the time when the detector was ready to record data. This number was multiplied with a factor called the “tagging ratio” which was equal to the percentage of “good electrons” that produced a real photon which could cause a physics event. Not all “good electrons” may have a real photon associated with them due to a number of reasons, such as dispersion of the beam, bad collimation downstream of the radiator and Møller scattering. In order to determine the ratio, the number of real photons in a low intensity beam (10% of the production beam current) was measured by placing a Total Absorption Shower Counter (TASC) directly in the photon beam. The beam was operated at low intensity to prevent overloading of the TASC. The tagging ratio was then determined and it was assumed that this ratio was independent of the beam intensity. It was observed that the ratio was T-counter dependent, varying from 75 – 81% over all counters, but with only approximately 1% spread for each counter. In addition to the tagging ratio, a small correction due to the loss of photons from the target to the TASC was also included in the photon flux calculation.

While it was certainly preferable to use the photon flux from the gflux files, this information was not available in g9b. Therefore, we determined the normalization factors by utilizing the information on the total number of reconstructed events from the different targets (after applying cuts on accidentals) since this number was considered proportional to the photon flux \( \Phi \). The factors were separately determined for the C and CH\(_2\) targets. We used events from all reactions rather than from the reactions of our interest so that the normalization factors were independent of the physics dynamics we wanted to extract. It is worth mentioning here that in FROST-g9a gflux files were available. Therefore, it was possible to compare the flux normalization obtained using this method with the flux normalization determined using the gflux files (see Appendix E). It was found that the normalization factors obtained from the two methods were consistent, differing by only less than 2%.
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Five periods were defined as shown in Table 3.4. All five periods had the same accelerator energy $E_e = 3.082$ GeV. We merged Periods 1 & 3 because both had very similar experimental conditions. The merged data set will be referred to as period 13. Given the nature of the g9b polarization, we needed to fit $\phi_{\text{lab}}$ distributions to extract the observables. It was thus more practical to combine data sets with similar run conditions to increase the statistics and to then do the fitting. As discussed in Section 3.6.4, the two different holding field directions showed small kinematical differences. To reduce the corresponding systematic uncertainty, we used: combination132 of Periods 13 & 2 and combination45 of Periods 4 and 5. The separately-determined normalization factors were again found to be independent of energy. Table 3.15 shows the normalization factors that were determined for each period combination using the C and CH$_2$ targets. Those obtained from the CH$_2$ target were used in the analysis since the holding-magnet’s field was negligible at this target location. We have used the difference observed for the two targets as the systematic uncertainty for the normalization factor.

Linear beam polarization

Each (nominal) coherent edge data set had four subsets that corresponded to the four beam-target polarization orientations (Tables 3.2 and 3.3). The normalization factors for the subsets were determined using both the carbon as well as the CH$_2$ target. The data were divided into 100-MeV wide energy bins. We combined overlapping energy regions between different coherent-edge data sets, provided that they had the same electron beam energy and target-polarization orientation. One such bin was the 1.6 - 1.7 GeV energy bin from the 1.7 and 1.9 GeV (nominal) coherent edge data sets where the electron beam energy was 5.078 GeV. Table 3.16 shows the normalization factors for all coherent edge data sets. The ratios obtained from the CH$_2$ target were used during the extraction of asymmetries for the same reason as mentioned before. The systematic uncertainties were derived from comparing the results from the two targets.

Table 3.15: The normalization factors obtained from the C and CH$_2$ targets for combination132 and combination45 of the g9b data sets using circularly-polarized photons.

<table>
<thead>
<tr>
<th>Target</th>
<th>ratio $N = \Phi(+) / \Phi(-)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>per-13/per-2</td>
</tr>
<tr>
<td>C</td>
<td>1.83</td>
</tr>
<tr>
<td>CH$_2$</td>
<td>1.83</td>
</tr>
</tbody>
</table>
Table 3.16: The normalization factors of the subsets (based on beam-target polarization orientations) for each coherent edge setting in the g9b experiment. The factors were separately obtained for the C and CH\textsubscript{2} targets. Each coherent edge data set was divided into 100-MeV wide energy bins. As an example, “Φ (∥, +)” denotes that the photon flux of the subset had a ‘PARA’ beam polarization and a ‘+’ target polarization.

<table>
<thead>
<tr>
<th>Coh. Edge [GeV]</th>
<th>$E_\gamma$ Bin [GeV]</th>
<th>Normalization Factors</th>
<th>C Target</th>
<th>CH\textsubscript{2} Target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
<tr>
<td></td>
<td>$\Phi (\parallel, +)$</td>
<td>$\Phi (\parallel, -)$</td>
<td>$\Phi (\perp, +)$</td>
<td>$\Phi (\perp, -)$</td>
</tr>
</tbody>
</table>

3.9 Signal-Background Separation: Dilution Factors & $Q$-Factor Method

Frozen beads of butanol ($C_4H_9OH$) were used for the target material. The butanol was doped with the nitroxyl radical TEMPO at a concentration of $2.0 \times 10^{19}$ spins cm$^{-3}$ for dynamic polarization. Water (0.5% by weight) was added to the solution before freezing in order to avoid a crystalline solid [55]. Figure 3.21 (left) shows a photograph of the target material. When the butanol was polarized, only the 10 free hydrogen nucleons of the butanol could be polarized. In the analyses, contributions from free-proton events had to be separated from contributions of events off
bound nucleons. The latter were subject to Fermi motion and missing-mass distributions showed no particular structures since the particle peaks were broadened and mostly washed out. This is illustrated in Figure 3.21 (right). A *dilution factor* describes the signal fraction and is generally defined as the ratio of the free-proton contribution to the full butanol cross section. A simple calculation based on the chemical formula of butanol yields \(10/74 = 0.135\) as the ideal or *naive* dilution factor. In practice, effective dilution factors are usually determined from mass distributions. Since different signal peaks can be used, these factors are reaction dependent and are generally larger than the ideal factor after the application of various selection cuts, which reduce background and can alter the relevant mass distributions.

In addition to the polarized butanol, two additional targets were installed in the cryostat for background and dilution studies. A 1.5 mm thick carbon disk and a 3.5 mm thick CH\(_2\) disk were mounted on the 1 K and 20 K heat shields, approximately 9.5 cm in g9b and 16 cm downstream of the butanol sample, respectively.

### 3.9.1 Determination of the Dilution Factor

Figure 3.22 (left) shows an example of a missing-mass distribution. The black solid line denotes butanol events after all corrections and selection cuts. An additional \(CL > 5\%\) cut resulted in the

---

Figure 3.21: (Left) The polarized target material consisted of 1.5 mm beads of frozen Butanol doped with the paramagnetic radical TEMPO. They were contained within a 15 × 50 mm Kel-F cup. Here the beads had just been loaded into the cup (under liquid nitrogen) and were ready to be attached to the target insert. (Right) An schematic illustration of the dilution factor.
Figure 3.22: (Left) An example of a mass distribution from the butanol target for topology 1 ($\pi^-$ missing in all $p\pi^+\pi^-$ events). The black curve shows the mass distribution after applying photon selection cuts, particle selection cuts and energy-momentum corrections. The blue curve represents events which survived after applying a $CL > 5\%$ cut and the red filled plot shows the events which did not survive this cut. A lot of background events remained in the blue distribution which could be assigned to kinematically-good events originating from bound nucleons of the butanol target. (Right) Missing $\pi^-$ mass distributions for the reaction $\gamma p \rightarrow p \pi^+\pi^-$ from the butanol (black curve) and carbon (red curve) targets.

Traditionally, signal-background separation is carried out in a binned analysis by determining dilution factors for each kinematic bin. The procedure is based on comparing corresponding mass distributions from butanol and carbon. It is assumed that bound-nucleon events from $^{12}$C and $^{16}$O nuclei in the butanol behave very similarly, and can be appropriately subtracted using the data from the carbon target. Figure 3.22 (right) illustrates the procedure using the example of a missing-$\pi^-$ mass distribution. The black (red) solid line shows the distribution from butanol (carbon). The carbon distribution needs to be scaled to match the butanol outside the signal region. The background can then be subtracted by either using the carbon data directly or by fitting the carbon and using the analytic description of the carbon distribution.
The equation to calculate the dilution factor $D$ in a particular $W$ bin is given by:

$$D(W) = 1 - \frac{s N_C(W)}{N_{C_4H_9OH}(W)},$$

(3.17)

where $s N_C$ is the number of scaled carbon events, $N_{C_4H_9OH}$ is the number of butanol events, and the parameter $s$ is the carbon scale factor. The method to determine the scale parameters, usually referred to as phase space scale factors, is described in [83] and was used by other FROST members.

Since the carbon data in the g9a experiment suffered from a hydrogen contamination of unknown origin [67] and the carbon statistics was also generally poor, we developed a technique which allowed us to subtract the bound-nucleon background without using information from the other targets. This so-called “Q-factor” method was based on a powerful multivariate analysis technique and was previously used for the analysis of CLAS hydrogen (g11a) data [84].

The Q-factor method and the machinery developed at FSU had the following salient features and advantages:

- The method was a generalization of the traditional one-dimensional side-band subtraction method to higher dimensions without having to bin the data.
- The results were event-based quality factors which could be considered event-based dilution factors and denoted the probability for an event to be a signal rather than a background event. The event-based Q-factors could then be used as weights in any distribution such as mass distributions, cross sections and asymmetries. Therefore, it also facilitated the performance of event-based PWAs and other interpretation techniques.
- Since the photoproduction of two pseudoscalar mesons required five independent kinematic variables, the Q-factors allowed us to quickly re-display the asymmetries for a different choice of kinematic variables without having to repeat the analysis and find new dilution factors each time.
- The Q-factor machinery developed at FSU was user-friendly and sufficiently general to perform background subtraction for both reactions, $\gamma p \rightarrow p \pi^+ \pi^-$ and $\gamma p \rightarrow p \omega \rightarrow p \pi^+ \pi^- \pi^0$.

3.9.2 General Description

In this event-based method, the set of coordinates that described the multi-dimensional phase space of the reaction were categorized into two types: reference and non-reference coordinates. The method was based on the assumption that no correlation existed between the reference and
non-reference coordinates. The signal and background shapes had to be known a priori in the reference coordinate but this knowledge was not required in the non-reference coordinates. Mass was typically chosen as the reference coordinate. For each event, we then set out to find the \( N_c \) nearest neighbors in the phase space of the non-reference coordinates. This was similar to binning the data using a dynamical bin width in the non-reference coordinates and making sure that we had \( N_c \) events per fit. An assumption made here was that the signal and background distributions did not vary rapidly in the non-reference coordinates relative to the diameters of the hyper-spheres containing the nearest neighbors.

The mass distribution of the \( N_c \) events (including the candidate event) in the reference coordinate was then fitted with a total function defined as:

\[
f(x) = N \cdot [f_s \cdot S(x) + (1 - f_s) \cdot B(x)],
\]

(3.18)

where \( S(x) \) denoted the signal and \( B(x) \) the background probability density function. \( N \) was a normalization constant and \( f_s \) was the signal fraction with a value between 0 and 1. The Roofit package of the CERN ROOT software [85] was used for the fit procedure. Since \( N_c \) was usually a small number (of the order of a few hundred events), an unbinned maximum likelihood method was used for the fitting. The \( Q \)-factor itself was then given by:

\[
Q = \frac{s(x)}{s(x) + b(x)},
\]

(3.19)

where \( x \) was the reference-coordinate value of the candidate event, \( s(x) = f_s \cdot S(x) \) and \( b(x) = (1 - f_s) \cdot B(x) \). The \( Q \)-factor could then be used as an event weight to determine the signal contribution to any physical distribution.

### 3.9.3 The \( Q \)-Factor Method for the \( \gamma p \rightarrow p \omega \) Reaction

The kinematic variables which described the reaction \( \gamma p \rightarrow p \omega \) were the incoming photon energy, \( E_{\gamma} \), the center-of-mass angle of the outgoing \( \omega \), \( \cos \theta_{c.m.}^{\omega} \), and the lab azimuthal angle of the recoil proton, \( \phi_{\text{recoil}}^p \) (since angular distributions in this angle were fitted to extract the polarization observables). Furthermore, since we reconstructed the \( \omega \) from its decay into \( \pi^+ \pi^- (\pi^0) \), we also considered the relevant kinematic variables which described the five-dimensional phase space of the \( 3\pi \) system. The decay was described by five independent kinematic variables but we only chose
three of them since the decay amplitude was only sensitive to these three variables [15]. The choice was:

- The two angles of the $\omega$ meson in the helicity frame, $\cos \theta_{\text{HEL}}$ and $\phi_{\text{HEL}}$, and
- The parameter $\lambda \propto \left| \vec{p}_{\pi^+} \times \vec{p}_{\pi^-} \right|^2$ [15].

The five non-reference coordinates and their maximum ranges used in the $Q$-factor method are summarized in Table 3.17.

Table 3.17: The non-reference coordinates $\Gamma_i$ and their ranges $\Delta_i$. Here, “$Q$” denotes the total kinetic energy of the $\pi^+\pi^-\pi^0$ system.

<table>
<thead>
<tr>
<th>$\Gamma_i$</th>
<th>Non-Reference Coordinate</th>
<th>Maximum Range $\Delta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_0$</td>
<td>$\cos \Theta^{\text{Proton}}_\text{c.m.}$</td>
<td>2</td>
</tr>
<tr>
<td>$\Gamma_1$</td>
<td>$\cos \theta_{\text{HEL}}$</td>
<td>2</td>
</tr>
<tr>
<td>$\Gamma_2$</td>
<td>$\phi_{\text{HEL}}$</td>
<td>$2\pi$ [radians]</td>
</tr>
<tr>
<td>$\Gamma_3$</td>
<td>$\lambda$</td>
<td>$Q^2 \left( \frac{Q^2}{m_{\pi^0}^2} + \frac{m_{\pi^0}^2}{m_{\pi^+}^2} \right)$</td>
</tr>
<tr>
<td>$\Gamma_4$</td>
<td>$\phi^p_{\text{recoil}}$</td>
<td>$\pi$ [radians]</td>
</tr>
</tbody>
</table>

For the signal-background separation in the $\omega \rightarrow \pi^+\pi^-\pi^0$ analysis, we initially applied a small $CL > 0.001$ cut (from kinematic fitting) on the $\gamma p \rightarrow p \pi^+\pi^- (\pi^0)$ final state. This loose $CL$ cut significantly reduced the background, in particular from $\gamma p \rightarrow p \pi^+\pi^-$. We then used the event-based technique to select $\omega$ events.

The data were divided into sub-datasets based on the photon energy (100-MeV wide bins) and beam-target polarization orientations. We chose 300 nearest neighbor events for each signal candidate in the phase space spanned by the non-reference coordinates. The $\pi^+\pi^- (\pi^0)$ invariant mass distribution of these 300 events was fitted using the unbinned maximum-likelihood technique. Since the natural width of the $\omega$ meson is 8.49 MeV which is at the level of the detector resolution, we chose a Voigtian function for the signal pdf. The Voigtian function was a convolution of a Gaussian, which was used to describe the resolution, and a Breit-Wigner, which described the natural line shape of the resonance. The background shape was modeled with a second-order Chebychev polynomial. The phase space close to the $\omega$ production threshold ($E_{\gamma} \in [1100, 1300]$ MeV) had a
fairly sharp cut-off on the right-hand side of the omega-signal peak. Hence, we used the product of an Argus function and a second-order Chebychev polynomial to describe the mass distributions. The Argus pdf is a standard function which is typically used to describe the edge of the phase space in multi-body decays near threshold [85]. The Chebychev pdf was again used to describe the smooth shape of the phase space away from the edge.

Table 3.18 shows the parameters of the signal and background pdfs and the constraints imposed on them. The two pdfs were used to construct a total pdf (see Equation 3.18) and the $Q$-factor of the signal candidate was extracted using Equation 3.19. Figure 3.23 shows an example of a fit to an invariant $\pi^+\pi^- (\pi^0)$ mass distribution of 300 events. The figure shows a comparison of the data with appropriately normalized signal and background pdfs after the fit parameters were determined in the unbinned maximum likelihood fit.

**Quality Checks** A quality check of our event-based technique was provided by the following. Once the fit parameters were determined in an individual likelihood fit, we performed a least-square fit of the same mass distribution from the 301 events. On the one hand, this allowed us to display the fit functions shown in Figure 3.23. On the other hand, we were able to plot the

![Figure 3.23: A typical example of a $\pi^+\pi^-\pi^0$ mass distribution of 300 nearest-neighbors for a chosen butanol event with $E_\gamma \in [1.2, 1.3]$ GeV. The blue solid line represents the total fit, the red solid line the signal, and the blue dotted line the background function. The “seed” value gave the 3$\pi$ mass of the signal candidate. The $Q$-factor was given by $S/T$ where $S$ ($T$) was the height of the signal pdf (total pdf) at the “seed” value.](image)

Figure 3.23: A typical example of a $\pi^+\pi^-\pi^0$ mass distribution of 300 nearest-neighbors for a chosen butanol event with $E_\gamma \in [1.2, 1.3]$ GeV. The blue solid line represents the total fit, the red solid line the signal, and the blue dotted line the background function. The “seed” value gave the 3$\pi$ mass of the signal candidate. The $Q$-factor was given by $S/T$ where $S$ ($T$) was the height of the signal pdf (total pdf) at the “seed” value.
Table 3.18: Parameters of the signal and background probability-density functions and the constraints imposed on them. Above 1.3 GeV, a Voigtian was used to describe the signal and a Chebychev polynomial was used to describe the background. Near threshold, a product of Argus and Chebychev was used to describe the background. For $m_0$, the values in parentheses applied to $E_\gamma \in [1.2, 1.3]$ GeV.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initial Value</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voigtian pdf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, $\mu$</td>
<td>782.65 MeV</td>
<td>770.0 - 800.0 MeV</td>
</tr>
<tr>
<td>Gaussian width, $\sigma$</td>
<td>$\sim 10$ MeV</td>
<td>1-20 MeV</td>
</tr>
<tr>
<td>Decay width, $\Gamma$</td>
<td>8.49 MeV</td>
<td>Fixed parameter</td>
</tr>
<tr>
<td>Chebychev pdf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_0$</td>
<td>0.2</td>
<td>$-0.50 - 1.0$</td>
</tr>
<tr>
<td>$c_1$</td>
<td>$\sim -0.2$</td>
<td>$-1.00 - 1.0$</td>
</tr>
<tr>
<td>$c_2$</td>
<td>$-0.005$</td>
<td>$-0.01 - 0.1$</td>
</tr>
<tr>
<td>Argus pdf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_0$ (edge of phase space)</td>
<td>810.0 MeV (840.0 MeV)</td>
<td>$\pm 10$ MeV ($\pm 30$ MeV)</td>
</tr>
<tr>
<td>$c$ (curvature of Argus)</td>
<td>$-0.001$</td>
<td>Fixed parameter</td>
</tr>
<tr>
<td>Chebychev pdf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_0$</td>
<td>0.2</td>
<td>$-0.50 - 1.0$</td>
</tr>
<tr>
<td>$c_1$</td>
<td>$-0.2$</td>
<td>$-1.00 - 1.0$</td>
</tr>
<tr>
<td>$c_2$</td>
<td>$-0.02$</td>
<td>Fixed parameter</td>
</tr>
</tbody>
</table>

distribution of all reduced-$\chi^2$ values as another goodness-of-fit measure. Figure 3.24 shows several goodness-of-fit measures for the three energy bins $E_\gamma \in [1200, 1300]$ MeV, $E_\gamma \in [1300, 1400]$ MeV, and $E_\gamma \in [1400, 1500]$ MeV. The reduced-$\chi^2$ distributions in the left column peak fairly close to the ideal value of one. We observed a transition from peak values above one to peak values below one around 1.4 GeV. The signal statistics gradually decreased toward higher energies and we concluded that the fitter started to describe statistical fluctuations. This resulted in over-constrained fits and smaller reduced $\chi^2$ values, on average.

Since the $\omega$ decay amplitude is proportional to the parameter $\lambda$ [15], the $\lambda$ distribution of the identified signal events should have a linear slope. Figure 3.24 (right column) shows these distributions for the same energy bins as in the left column. The (red) signal distribution was generated by weighting event-by-event the (black) butanol distribution with the $Q$-values; the (blue) background distribution was generated by weighting the butanol distribution with $1 - Q$. Some small deviations from the expected linear behavior could be observed at small $\lambda$ values. Since the background from butanol was complicated, the shape was not well described. Some $\omega$ events
Figure 3.24: (Left column) Examples of reduced-$\chi^2$ distributions from g9b (PARA beam & ‘+’ target polarization) for (from top to bottom) $E_\gamma \in [1.2, 1.3]$ GeV, $E_\gamma \in [1.3, 1.4]$ GeV, and $E_\gamma \in [1.4, 1.5]$ GeV. (Right column) Examples of $\lambda$ distributions for the same energy bins. The black line denotes the butanol, the red line the signal, and the blue solid line the background distribution.

Off bound nucleons likely contributed and a flat background distribution (as is typically the case for hydrogen) could not be expected.

Finally, representative g9b (circular beam polarization), and g9b (linear beam polarization) $\omega$-mass distributions including the $Q$-factor fit results are presented in 3.25 & 3.26, and 3.27, respectively.
Figure 3.25: Examples of g9b (circular beam polarization) invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \to p\omega$ (Period 3, positive beam helicity). Shown are 100-MeV wide energy bins starting at $E_\gamma \in [1100, 1200]$ MeV (top left), $E_\gamma \in [1200, 1300]$ MeV (top right), etc. The background description at threshold was challenging close to the reaction threshold. We refer to Section 5.1 for a discussion on the corresponding systematic uncertainty.
Figure 3.26: Continuation of Figure 3.25 (previous page). Examples of g9b (circular beam polarization) invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \rightarrow p \omega$ (Period 3, positive beam helicity). Shown are 100-MeV wide energy bins starting at $E_\gamma \in [2100, 2200]$ MeV (top left), $E_\gamma \in [2200, 2300]$ MeV (top right), etc.
Figure 3.27: Examples of g9b (linear beam polarization) invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \rightarrow p \omega$ (beam polarization PARA & target polarization +). Shown are 100-MeV wide energy bins starting at $E_\gamma \in [1100, 1200]$ MeV (top left), $E_\gamma \in [1200, 1300]$ MeV (top right), etc. The background description at threshold was challenging close to the reaction threshold. We refer to Section 5.1 for a discussion on the corresponding systematic uncertainty.
3.9.4 The Q-Factor Method for the $\gamma p \rightarrow p \pi^+ \pi^-$ Reaction

In the two-pion reaction, the following five kinematic variables were chosen to define the five-dimensional kinematic phase space:

- The overall center-of-mass angle of the proton, $\cos \Theta_{c.m.}$,
- A mass, $m_{p\pi^+}$ or $m_{p\pi^-}$ or $m_{\pi^+\pi^-}$,
- The incoming photon energy, $E_\gamma$, or the overall center-of-mass energy, $W$, and
- The polar and azimuthal angles, $\theta^*_\pi^+$ and $\phi^*_\pi^+$, in the rest frame of the $\pi^+\pi^-$ system.

In addition, we fitted $\phi_{\pi^+}$ modulations to extract the final observables. Accordingly, we chose five non-reference coordinates (denoted by $\Gamma_i$) for this reaction. They are listed in Table 3.19. For each candidate event, the events closest in the kinematic phase space defined by the five non-reference coordinates were selected to perform event-based unbinned maximum likelihood fits [85] in the remaining fifth variable. In our analyses, we performed fits of the missing-$\pi^-$ mass in Topology 1, the missing-$\pi^+$ mass in Topology 2, and the missing-proton mass in Topology 4 (by artificially leaving out the proton). We chose the proton in Topology 4 because the missing-nucleon peak was much narrower than the missing-pion peak. In particular at lower energies, this allowed for more background on both sides of the signal peak to constrain the fits. At higher energies, either a missing-$\pi$ or the missing-proton peak worked reasonably well. At the end, we used the missing-$\pi^-$ peak only for the g9b data above 1600 MeV. We did not analyze $\gamma p$ events with a missing proton (Topology 3) because such events could not be distinguished from $\gamma n$ events.

To locate the nearest-neighbor events, the following equation describing the distance between event $a$ and $b$, $D_{ab}$, was used:

$$D_{ab}^2 = \sum_{i=1}^{4} \left( \frac{\Gamma^a_i - \Gamma^b_i}{\Delta_i} \right)^2,$$

where $\Gamma_i$ was the $i^{th}$ non-reference coordinate and $\Delta_i$ was the maximum range of the non-reference coordinate $\Gamma_i$. Table 3.19 also shows the maximum ranges of these kinematic variables.

The data were first divided into sub-datasets based on the photon energy (100 MeV wide bins) and beam-target polarization settings. The Q-factor machinery was then applied to each sub-dataset separately. This enabled us to parallelize the procedure by submitting multiple jobs, thus

\footnote{See Section 4.1.2 for a full discussion of the $\gamma p \rightarrow p \pi^+ \pi^-$ kinematics.}
Table 3.19: The non-reference coordinates $\Gamma_i$ and their ranges $\Delta_i$ used in the Q-factor method.

<table>
<thead>
<tr>
<th>$\Gamma_i$</th>
<th>Non-Reference Coordinate</th>
<th>Maximum Range $\Delta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_0$</td>
<td>Photon Energy $E$</td>
<td>100 [MeV]</td>
</tr>
<tr>
<td>$\Gamma_1$</td>
<td>$\cos \Theta_{\text{proton}}$</td>
<td>2</td>
</tr>
<tr>
<td>$\Gamma_2$</td>
<td>$\phi_{\pi^+}'$</td>
<td>$2\pi$ [radians]</td>
</tr>
<tr>
<td>$\Gamma_3$</td>
<td>$\cos \theta_{\pi^+}'$</td>
<td>2</td>
</tr>
<tr>
<td>$\Gamma_4$</td>
<td>$\phi_{\pi^+}^{\text{lab}}$</td>
<td>$\pi$ [radians]</td>
</tr>
</tbody>
</table>

Table 3.20: Parameters of the signal and background probability-density functions and the constraints imposed on them. A Gaussian pdf was used to describe the signal and a second-order Chebychev polynomial was used to describe the background. Values in parentheses applied to $E_\gamma > 1200$ MeV.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initial Value</th>
<th>Constraints</th>
<th>Initial Value</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian pdf</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, $\mu$</td>
<td>140.0 MeV</td>
<td>$\pm$ 20 MeV</td>
<td>938.0 MeV</td>
<td>$\pm$ 20 MeV</td>
</tr>
<tr>
<td>Width, $\sigma$</td>
<td>28.5 MeV</td>
<td>$\geq$ 2 MeV</td>
<td>10 MeV</td>
<td>$\geq$ 2 MeV</td>
</tr>
<tr>
<td>Chebychev pdf</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_0$</td>
<td>0.2</td>
<td>$-0.5 - 1.0$</td>
<td>0.2</td>
<td>$-0.5 - 1.0$</td>
</tr>
<tr>
<td>$c_1$</td>
<td>$-0.5$</td>
<td>$-1.0 - 1.0$</td>
<td>$-0.1$</td>
<td>$-1.0 - 1.0$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($-0.5 - 0.5$)</td>
<td>($-0.5 - 0.5$)</td>
<td>($-0.5 - 0.5$)</td>
</tr>
<tr>
<td>$c_2$</td>
<td>$-0.01 (0.05)$</td>
<td>$-1.0 - 1.0$</td>
<td>$-0.01 (0.05)$</td>
<td>$-1.0 - 1.0$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($-0.01 - 0.1$)</td>
<td>($-0.01 - 0.1$)</td>
<td>($-0.01 - 0.1$)</td>
</tr>
</tbody>
</table>

significantly reducing the time consumption. We chose 300 nearest neighbors for each candidate event (excluding the candidate itself). In the missing $\pi^-$ or $\pi^+$ mass distributions from the butanol target, a clear peak near 139.5 MeV for the pion could be seen. Since the peak was much broader than the natural width of the $\pi^-$, a Gaussian resolution function was used for the signal probability-density function (pdf). The same argument applies to the missing-proton peak. For the background pdf, we chose a second-order Chebychev polynomial. The parameters and the constraints imposed on the fit are shown in Table 3.20. The total pdf was constructed from the signal and background pdfs (Equation 3.18) and the $Q$-factor of the candidate event was determined according to Equation 3.19.
Quality Checks Although the carbon target was placed in the target cryostat for background studies, we did not use the mass distributions from carbon to define the background pdf because of its low statistics which introduced large fluctuations in the background function. However, to check the quality of the $Q$-factor method, we compared the scaled mass distributions from carbon with the background mass distributions obtained by weighting each event with $1 - Q$. The carbon distributions were scaled to the butanol background sufficiently-far away from the pion peak in a fitting procedure. An example of the good agreement between the butanol and the scaled carbon is shown in Figure 3.28 (left). The right side shows the method to determine the scale factor.

Further examples for the three different topologies at different energies are shown in Figure 3.30. Some small discrepancies were observed between the scaled carbon distributions and the butanol. In the lower-energy range (top row) for example, our background description in the signal region appeared to overestimate the carbon distribution for missing masses $\lesssim 130 \text{ MeV}/c^2$, whereas it seems to underestimate the carbon distribution for missing masses above. We believe that the disagreement originates from the behavior of carbon which is still not well understood. For example, we observed that the curvature in the carbon distribution changed from concave in the mass range 20 - 110 MeV/$c^2$ to convex beyond about 110 MeV/$c^2$. Given the different target positions and the unknown hydrogen contamination of the g9a carbon data, there is no obvious reason why the carbon distributions should perfectly match the actual background from the butanol.

Another quality check of our event-based technique was provided by the distribution of all reduced-$\chi^2$ values obtained after performing least-square fits of the mass distributions from 301 events per seed event, using the pre-determined values of the fit parameters from the likelihood fits. Figure 3.29 shows an example of such a reduced-$\chi^2$ distribution obtained from all $Q$-factor fits in the chosen data set (corresponding to Figure 3.28). The distribution peaks near the ideal value of one, which showed that our technique worked effectively.

Finally, examples of g9 mass distributions for the two-pion channel including the $Q$-factor fit results are shown on the following pages (Figures 3.31-3.32). The figures present the full statistics for the selected data sets of particular beam and target polarization. Without any loss of generality, they serve as representative distributions for all of the FROST data we analyzed. Presented are data for PARA and positive target polarization. In all figures, the left column represents Topology 1, the middle column Topology 2, and the right column Topology 4.
At very low energies, $E_\gamma \in [500, 700]$ MeV, the typical Topology 2 distributions showed more background to the left of the signal peak than could be observed for Topology 1, where the signal essentially covered the available phase space. For this reason, a reliable background subtraction was not possible for Topology 1 below 700 MeV. For Topology 4, we used the missing-proton peak because it was narrower than the missing-\pi peak. At higher energies, both approaches worked
fine but we used the missing-$\pi^-$ peak above 1600 MeV (Fig. 3.32). Moreover, the Topology 4 background generally exhibited small peak-like structures around the tails of the signal peak. The higher-mass structure was also observed in carbon (e.g. Fig. 3.30) and turned out to be a true feature of the background. Unfortunately, the lower-mass structure appeared to be an associated consequence of the fitting at low energies. However, the effect had no noticeable impact on the final observables and for this reason, we considered it negligible.
Figure 3.30: Examples of g9b missing-mass distributions for $E_\gamma \in [0.8, 0.9] \, \text{GeV}$ (left) as well as $E_\gamma \in [1.5, 1.6] \, \text{GeV}$ (right); shown are Topology 1 (top), Topology 2 (center), & Topology 4 (bottom). The green distribution denotes the butanol data, the red distribution the signal (data weighted with $Q$), and the blue distribution shows the background (data weighted with $1 - Q$). The carbon and scaled carbon distributions are given by the black and the magenta distributions, respectively.
Figure 3.31: Examples of g9b missing-mass distributions for the two-pion reaction $\gamma p \rightarrow p \pi^+ \pi^-$ (beam polarization PARA & target polarization +). The individual rows show the energy bins 700-800 MeV, 800-900 MeV, 900-1000 MeV, 1000-1100 MeV, 1100-1200 MeV. The three columns represent Topology 1 (left), Topology 2 (center), Topology 4 (right). See text for more details.
Figure 3.32: Examples of g9b missing-mass distributions for the two-pion reaction $\gamma p \rightarrow p \pi^+ \pi^-$ (beam polarization PARA & target polarization +). The individual rows show the energy bins 1200-1300 MeV, 1400-1500 MeV, 1600-1700 MeV, 1800-1900 MeV, 2000-2100 MeV. The three columns represent Topology 1 (left), Topology 2 (center), Topology 4 (right). Note that we used the missing-pion peak above 1600 MeV in Topology 4. See text for more details.
CHAPTER 4

GENERAL PHYSICS ANALYSIS

After all corrections and cuts were applied and signal-background separation was carried out, the extraction of polarization observables from the carefully selected events could commence. This chapter presents the methodology utilized in the extraction of single- and double-polarization observables from the experimental data.

4.1 Data Description and Kinematics

4.1.1 Binning and Angles in the $\gamma p \rightarrow p \omega$ Analysis

The kinematics of $\omega$ photoproduction off the proton could be completely described by two variables. We chose these variables to be the incoming photon energy, $E_\gamma$, and the cosine of the polar angle of the $\omega$ meson in the center-of-mass frame, $\cos \Theta_{c.m.}^\omega$, where the $z$-axis was defined along the incoming photon beam (see Figure 4.1). Alternatively, we also chose $\Theta_{c.m.}^\omega$ instead of its cosine rendering possible a direct comparison with recently published results from the GRAAL collaboration [32]. The data were binned in 100-MeV wide $E_\gamma$ bins, which covered an energy range from 1100-2100 MeV (when the photon beam was linearly polarized) or 1100-2800 MeV (when the beam was circularly polarized). For all polarization observables except for $H$ and $P$, the $\Theta_{c.m.}^\omega$ or $\cos \Theta_{c.m.}^\omega$ variable was binned in nine or 10 bins depending on statistics. Note that CLAS had a poor acceptance for three-track events in the very forward and backward directions in the center-of-mass frame. This was taken into consideration when defining the bins. In total, we used 96 (160) bins in Topology 5 when the data had a linearly- (circularly-)polarized photon beam.

In the extraction of the double-polarization observables $H$ and $P$, only five bins were used for $\cos \Theta_{c.m.}^\omega$ since the asymmetries, from which the observables were extracted, had a more complicated form involving products of sine and cosine terms and two associated fit parameters; this is discussed in Section 4.4.3. The use of wider bins increased statistics and hence, improved the quality of the fits (though at an accepted small loss of angular information).
4.1.2 Binning and Angles in the $\gamma p \to p \pi^+\pi^-$ Analysis

The kinematics of $\gamma p \to p \pi^+\pi^-$ required a selection of five independent kinematic variables. For this analysis, $\cos \Theta_{\text{c.m.}}$, a mass ($m_{p\pi^+}$, $m_{p\pi^-}$, or $m_{\pi^+\pi^-}$), the photon energy, $E_\gamma$, as well as $\theta_{\pi^+}$ and $\phi_{\pi^+}$ were chosen. The latter two angles denoted the polar and azimuthal angles of the $\pi^+$ in the rest frame of the $\pi^+\pi^-$ system. A diagram showing the kinematics of the reaction can be seen in Figure 4.2. The blue plane represents the center-of-mass production plane composed of the initial photon and the recoil proton, whereas the red plane represents the decay plane formed by two of the final-state particles.

The angle $\phi^*$ shown in Figure 4.2 was a kinematic variable unique to a final state containing two pseudoscalar mesons. It described the orientation of the decay plane with respect to the production plane. It was also given by the azimuthal angle of one of the particles from the chosen pair in this pair’s rest frame. In our analysis, we chose the $\pi^+$ meson (the corresponding azimuthal angle will be denoted as $\phi_{\pi^+}$ instead of $\phi^*$). The angle $\phi_{\pi^+}$ was calculated via two boosts. The first being a boost along the beam axis into the overall center-of-mass frame. The second boost occurred along the axis anti-parallel to the recoiling proton and resulted in the two-π rest frame, wherein the two final-state pions departed back-to-back. Mathematically, $\phi_{\pi^+}$ was uniquely determined by

\[ \phi_{\pi^+} = \arctan \left( \frac{y^*}{x^*} \right), \]

where $y^*$ and $x^*$ are the components of the two-π rest frame coordinates.

Figure 4.1: A diagram describing the kinematics of the reaction $\gamma p \to p \omega$. The blue plane represents the center-of-mass production plane composed of the initial photon and the recoil proton. The angle $\Theta_{\text{c.m.}}$ denotes the angle between the initial proton and the $\omega$ meson in the center-of-mass system. The z-axis is chosen to be along the direction of the incoming photon beam. The y-axis is defined as $\hat{y} = \frac{\hat{p}_{\text{rec}} \times \hat{z}}{|\hat{p}_{\text{rec}} \times \hat{z}|}$, where $\hat{p}_{\text{rec}}$ is a unit vector along the momentum of the recoil proton. The x-axis then lies on the production plane.
the following expression:
\[
\cos \phi_{\pi^+} = \frac{\overrightarrow{p} \times \overrightarrow{a} \cdot \left( \overrightarrow{b}_2 \times \overrightarrow{b}_1 \right)}{|\overrightarrow{p} \times \overrightarrow{a}| \left| \overrightarrow{b}_2 \times \overrightarrow{b}_1 \right|},
\]
(4.1)
where \( \overrightarrow{p} \), \( \overrightarrow{a} \), \( \overrightarrow{b}_1 \), and \( \overrightarrow{b}_2 \) were the initial-state proton, the recoil proton, the \( \pi^+ \) and \( \pi^- \), respectively.

The FROST-g9b data were binned in three independent kinematic variables: the incoming photon energy, \( E_\gamma \), \( \theta_{\pi^+} \) and \( \phi_{\pi^+} \). We used 100-MeV wide photon energy bins, covering an energy range from 700-2100 MeV. The binning in \( \theta_{\pi^+} \) and \( \phi_{\pi^+} \) for the single-polarization observables was different from the binning for the double-polarization observables. The reason was that the asymmetries between doubly-polarized data sets had a more complicated angular distribution and hence, more statistics per kinematic bin was needed to obtain good fits. In this dissertation, the single-polarization observables are displayed using 10 bins in \( \theta_{\pi^+} \) and also 10 bins in \( \phi_{\pi^+} \), thereby giving us 1400 bins per final-state topology. On the other hand, the double-polarization observables are given in quasi three dimensions. We chose two bins in \( \theta_{\pi^+} \) and 10 bins in \( \phi_{\pi^+} \), resulting in a total of 280 bins per final-state topology.

4.2 The \( \vec{\gamma} \vec{p} \rightarrow p \omega \) Polarization Observables

In this analysis, the reaction rate for data with a linearly- as well as circularly-polarized photon beam and a transversely-polarized target reduced from the form shown in Section 1.4.1 to:
\[
\frac{d\sigma}{dx_i} = \sigma_0 \left\{ \left( 1 - \delta_l \Sigma \cos 2\beta \right) + \Lambda \cos \alpha \left( -\delta_l H \sin 2\beta + \delta_c F \right) - \Lambda \sin \alpha \left( -T + \delta_l P \cos 2\beta \right) \right\}.
\]
(4.2)
Here, \( x_i \) denoted the kinematic variables, \( \delta_l (\delta_c) \) denoted the degree of linear (circular) polarization, \( \Lambda \) denoted the target polarization and \( (\Sigma, H, F, T, P) \) were the polarization observables extracted in this analysis. \( \alpha (\beta) \) was the angle between the transverse polarization of the target (linear polarization of the beam) and the \( x \)-axis in the center-of-mass production plane. The orientation of the photon polarization was given in the laboratory frame by an angle \( \phi_0 \) and, thus, \( \beta = \phi_{\text{lab}} - \pi - \phi_0 \). If the diamond crystal was oriented such that the direction of the beam polarization was perpendicular to the floor (PERP data), then \( \phi_0 = \pi/2 \) and \( \beta = \phi_{\text{lab}} - 3\pi/2 \). Otherwise, if the diamond crystal was oriented such that the direction of the beam polarization was parallel to
Figure 4.2: A diagram describing the kinematics of the reaction $\gamma p \rightarrow p \pi^+ \pi^-$. The blue plane represents the center-of-mass production plane composed of the initial photon and one of the final-state particles, whereas the red plane represents the decay plane formed by the other two final-state particles. $a$, $b_1$, and $b_2$ denote the three particles of the final state. The $z$-axis is chosen along the direction of the incoming photon beam. The $y$-axis is defined as $\hat{y} = \frac{\hat{p}_{\text{rec}} \times \hat{z}}{|\hat{p}_{\text{rec}} \times \hat{z}|}$, where $\hat{p}_{\text{rec}}$ is a unit vector along the momentum of one of the final-state particles. If the chosen particle is represented by particle $a$, then the $y$-axis will point in the direction as shown in the figure. Moreover, $k$ is the momentum of the initial photon and the particle $p$ denotes the polarized proton in the FROST target. If we assume that particle $a$ is the recoiling proton, then $b_1$ and $b_2$ will be the two pions, $\pi^+$ and $\pi^-$. The angle $\Theta_{\text{c.m.}}$ denotes the angle between the initial proton and the particle $a$ in the center-of-mass system. Finally, $\phi^*$ and $\theta^*$ indicate the azimuthal and polar angles of the particle $b_1$ in the rest frame of $b_1$ and $b_2$. In our analysis, we chose $\pi^+$ as $b_1$. Hence, we will use the notations $\phi_{\pi^+}$ ($\theta_{\pi^+}$) instead of $\phi^*$ ($\theta^*$) in our results.

the floor (PARA data), then $\phi_0 = 0$ and $\beta = \phi_{\text{lab}} - \pi$. In our analysis, we chose to define the sign of $\beta$ as positive if the $x$-axis was rotated counter-clockwise relative to the beam polarization. We refer to Appendix C for further details on the definition of the angles $\alpha$ and $\beta$. 
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4.3 The $\gamma p \rightarrow p \pi^+ \pi^-$ Polarization Observables

The reaction rate for $\gamma p \rightarrow p \pi\pi$, in the case of a linearly-polarized photon beam incident on a transversely-polarized target (FROST-g9b) reduced from the form shown in Section 1.4.2 to:

$$\frac{d\sigma}{dx_i} = \sigma_0 \{(1 + \Lambda \cos \alpha P_x + \Lambda \sin \alpha P_y)$$

$$+ \delta_l [\sin 2\beta (I^s + \Lambda \cos \alpha P^s_x + \Lambda \sin \alpha P^s_y)$$

$$+ \cos 2\beta (I^c + \Lambda \cos \alpha P^c_x + \Lambda \sin \alpha P^c_y)]\}$$  (4.3)

where $x_i$ denoted the kinematic variables, $\sigma_0$ was the unpolarized cross section, $\Lambda$ denoted the polarization of the initial nucleon and $\delta_l$ was the degree of linear polarization. $\alpha$ ($\beta$) was the angle between the transverse polarization of the target (linear polarization of the beam) and the $x$-axis in the center-of-mass production plane. We refer again to Appendix C for further details on the definition of the angles $\alpha$ and $\beta$. The polarization observables ($I^s, I^c, P^s_x, P^c_x$) were determined in this analysis.

From Equation 4.3 we can see that two (linear) beam asymmetries, $I^s$ and $I^c$, were accessible in the two-pion reaction as compared to just one beam asymmetry, $\Sigma$, in the case of a single-pseudoscalar meson reaction. Similarly, more target observables and double-polarization observables arose in the two-pion reaction. This could be attributed to the fact that, in addition to the center-of-mass production plane, we also needed a decay plane (see Figure 4.2) to completely describe the two-pion reaction. All polarization observables for this reaction had either an even or odd parity with respect to $\phi^*$, which was simply the angle between the decay plane and the production plane [39]. In the special case when the decay plane coincided with the production plane, $\phi^*$ was zero and therefore, the observables that were odd in $\phi^*$ (i.e., they could be expressed in terms of a sine series) vanished. Thus, Equation 4.3 reduced to Equation 4.2 in this special case.

4.4 Analysis Techniques and Notations

4.4.1 General Description of the Unbinned Maximum Likelihood Method

Experiments which utilize a linearly-polarized beam and/or a transversely-polarized target break the typical $\phi_{lab}$ symmetry of the experimental setup. In such cases, the distribution of events with respect to $\phi_{lab}$ of any final-state particle reveals the underlying asymmetry. Traditionally, one can display the asymmetry as a distribution of events with different polarization settings.
and fit it using the method of least squares to extract the polarization observable(s). However, plotting the asymmetry requires binning the data where the number of bins is governed by the available statistics. Binning the data can therefore hide some of the features of the asymmetry.

A more sophisticated fitting technique is the “unbinned maximum likelihood method”. This method utilizes information from each event and does not require any binning, thereby preventing any loss of information. For example, consider the two-pion reaction which is a five-dimensional problem (Section 4.1.2). Ideally, we should determine the polarization observables as a function of all five dimensions. But due to limited statistics, we needed to integrate over some of them. The unbinned maximum likelihood method allowed us to integrate over only two of the five independent variables and yet, yielded good quality results for the observables.

A detailed description of the method and how to use it to fit angular distributions for the determination of polarization observables is given in a CLAS note [86]. In this reference, the method is also compared to a standard binned fit and has been shown to be more effective. Here, we give a short summary.

The likelihood function, \( L \), gives the likelihood of obtaining a particular type of distribution in our experiment, such as an angular distribution or a mass distribution, given a set of parameters that we want to determine. In our case, these parameters are the polarization observables. By maximizing the likelihood function, we can determine the most likely values of the parameters. Equation 4.4 shows the most general form of a Likelihood function, \( L \), for a certain distribution of events:

\[
L = \prod_{i=1}^{N} P_i, \tag{4.4}
\]

where \( P_i \) is the probability mass for the \( i^{th} \) event and \( N \) is the total number of observed events that form the distribution.

As an example, consider the task of extracting the beam asymmetry, \( \Sigma \), in \( \omega \) photoproduction using linearly-polarized beam and unpolarized target data. These data have two orthogonal linear-polarization settings, denoted as \( \parallel \) and \( \perp \). As a reminder, \( \parallel \) refers to the case where the electric field vector of the electromagnetic wave (photon) is parallel to the \( x \)-axis in the lab frame and therefore, \( \phi_0 = 0 \) (PARA). On the other hand, \( \perp \) denotes the case where the electric field oscillates perpendicularly to the lab floor and thus, \( \phi_0 = \pi/2 \) rad (PERP). For simplicity, let us
assume that the flux, $\Phi$, and the acceptance, $\epsilon$, of the $\parallel$ and $\perp$ data are the same (these factors will be properly taken into account in the later sections when we will discuss our results on the polarization observables). Then the number of $\parallel$ and $\perp$ events can be derived from the reaction rate (Equation 1.5) and is given by Equation 4.5 and Equation 4.6, respectively:

$$N_{\parallel} = \Phi C \epsilon \sigma_{\parallel}$$

$$= \Phi C \epsilon \sigma_0 \left\{ 1 - \delta_{\parallel} \Sigma \cos \left[ 2 \left( \phi_{\text{lab}}^p - \pi - \phi_0 \right) \right] \right\}$$

$$= \Phi C \epsilon \sigma_0 \left\{ 1 - \delta_{\parallel} \Sigma \cos \left[ 2 \left( \phi_{\text{lab}}^p - \pi \right) \right] \right\}$$

$$= \Phi C \epsilon \sigma_0 \left\{ 1 - \delta_{\parallel} \Sigma \cos 2\phi_{\text{lab}}^p \right\}, \quad (4.5)$$

$$N_{\perp} = \Phi C \epsilon \sigma_{\perp}$$

$$= \Phi C \epsilon \sigma_0 \left\{ 1 - \delta_{\perp} \Sigma \cos \left[ 2 \left( \phi_{\text{lab}}^p - \pi - \phi_0 \right) \right] \right\}$$

$$= \Phi C \epsilon \sigma_0 \left\{ 1 - \delta_{\perp} \Sigma \cos \left[ 2 \left( \phi_{\text{lab}}^p - \pi - \pi/2 \right) \right] \right\}$$

$$= \Phi C \epsilon \sigma_0 \left\{ 1 + \delta_{\perp} \Sigma \cos 2\phi_{\text{lab}}^p \right\}, \quad (4.6)$$

where $\Sigma$ is the beam asymmetry we would like to determine, $C$ is the total number of target nucleons which is a constant, $\delta_{\parallel, \perp}$ are the degrees of linear beam polarization, and $\phi_{\text{lab}}^p$ is the azimuthal angle of the recoil proton in the lab frame.

The asymmetry, $A$, is given by:

$$A = \frac{N_{\parallel} - N_{\perp}}{N_{\parallel} + N_{\perp}} = -\frac{(\delta_{\parallel} + \delta_{\perp}) \Sigma \cos 2\phi_{\text{lab}}^p}{2 + (\delta_{\perp} - \delta_{\parallel}) \Sigma \cos 2\phi_{\text{lab}}^p}. \quad (4.7)$$

We can now show how the probability mass for each observed event, and therefore the likelihood of observing a particular data distribution, is related to the asymmetry, $A$. Within each kinematic bin $(E_\gamma, \cos \Theta_{\text{c.m.}}^\omega)$, fitting the asymmetry in $\phi_{\text{lab}}^p$ will give us the polarization observable $\Sigma$. The most common way is to plot the asymmetry by defining bins centered at specific values of $\phi_{\text{lab}}^p$. The unbinned event-based fitting is an extreme case of the binned method in which each $\phi_{\text{lab}}^p$ bin is shrunk until it contains only one or zero event(s). This concept will be used to derive the probability mass for each event. The binned method will be discussed first.
Each $\phi_{\text{lab}}^p$ bin has a certain number of $N_\parallel$ and $N_\perp$ events. The probability of a randomly-selected event in this bin being a $\parallel$ event is then given by $r$:

$$r = \frac{N_\parallel}{N_\parallel + N_\perp},$$

$$= \frac{N_\parallel + N_\perp + N_\parallel - N_\perp}{2(N_\parallel + N_\perp)},$$

$$= \frac{1}{2} (1 + A),$$

(4.8)

and likewise, the probability of a randomly-selected event being a $\perp$ event is given by $1 - r$:

$$1 - r = 1 - \frac{1}{2} (1 + A) = \frac{1}{2} (1 - A),$$

(4.9)

where $A$ is given by the asymmetry equation which contains the polarization observable. In this particular example, $A$ is given by Equation 4.7. The probability of obtaining $N_\parallel$ and $N_\perp$ events in a $\phi_{\text{lab}}^p$ bin is:

$$P(N_\parallel, N_\perp | A) = \frac{1}{Z'} (1 + A)^{N_\parallel} (1 - A)^{N_\perp},$$

(4.10)

where $Z'$ is a normalization constant. In the unbinned case, the bins contain only one or zero event(s). Then, the probability in Equation 4.10 reduces to:

$$P(N_\parallel, N_\perp = 0 | A) = \frac{1}{2} (1 + A), \quad \text{for every } \parallel \text{ event, and}$$

$$P(N_\parallel = 0, N_\perp | A) = \frac{1}{2} (1 - A), \quad \text{for every } \perp \text{ event}.$$  

(4.11)

The relation between the likelihood function $L$ and the asymmetry in any $(E, \cos \Theta_{\text{c.m.}})$ kinematic bin with $N_{\text{total}}$ events is given by:

$$L = \prod_{i=1}^{N_{\text{total}}} P(\text{event}_i),$$

(4.12)

where $P(\text{event}_i) = \begin{cases} \frac{1}{2} (1 + A), & \text{for } \parallel \text{ setting}, \\ \frac{1}{2} (1 - A), & \text{for } \perp \text{ setting}. \end{cases}$

Computationally, it is easier to work with $-\ln L$ instead of $L$ since it is convenient to minimize $-\ln L$ (rather than maximizing $L$) using standard packages such as MINUIT, and it is easier to find the derivative of a sum of terms rather than the derivative of a product in order to minimize the function. Moreover, in those analyses where each event is assigned its own weight factor $w_i$.
including for example various factors such as the $Q$-factor, normalization factors, etc. — the likelihood is given by:

$$L = \prod_{i=1}^{N_{\text{total}}} [P(\text{event}_i)]^{w_i}$$

$$-\ln L = -\sum_{i=1}^{N_{\text{total}}} w_i \ln (P(\text{event}_i)),$$

(4.13)

where $P(\text{event}_i) = \begin{cases} \frac{1}{2} (1 + A), & \text{for one pol. setting (e.g. $\parallel$)}, \\ \frac{1}{2} (1 - A), & \text{for the other pol. setting (e.g. $\perp$)} \end{cases}$.

Equation 4.13 was extensively used in our analysis. $A$ takes on different forms depending on the measurement. In the present example, $A$ depends on the $\Sigma$ observable, $\delta_l$ and $\phi_{\text{lab}}^p$ as shown in Equation 4.7. The latter two variables were experimentally measured for each event and put in the probability density function. Thus, the likelihood is a function of $\Sigma$ only and maximizing it, gives us the most likely value for the observable.

4.4.2 Notations

We can now proceed to the extraction of the polarization observables for the reactions of interest using the methods described above. A summary of the notations for beam- and target-polarization settings is given below:

1. **Linearly-polarized beam:** PARA or $\parallel$ denotes an electric field vector oriented parallel to the $x$-axis in the lab frame. PERP or $\perp$ denotes an electric field vector oriented perpendicular to the lab floor.

2. **Circularly-polarized beam:** The symbol $\rightarrow$ ($\leftarrow$) denotes that the helicity is parallel (antiparallel) to the beam axis.

3. **Transverse target polarization:** A ‘+’ denotes that the transverse polarization points away from the lab floor with an offset of 116.1° or 2.025 rad with respect to the $x$-axis in the lab frame. A ‘−’ denotes that it points toward the floor and is oriented at an angle of −63.9° or −1.115 rad from the lab $x$-axis.

**Average Degrees of Polarization.** We calculated the average beam polarization, $\bar{\delta}_{\text{beam}}$, and the average target polarization, $\bar{\Lambda}_{\text{target}}$, of a data set in any chosen kinematic bin as:

$$\bar{\delta}_{\text{beam}} = \frac{\sum_{i=1}^{N} Q_i \delta_i}{\sum_{i=1}^{N} Q_i}, \quad \bar{\Lambda}_{\text{target}} = \frac{\sum_{i=1}^{N} Q_i \Lambda_i}{\sum_{i=1}^{N} Q_i},$$

(4.14)
where \( N \) denoted the total number of events with a particular beam and target polarization, \( Q_i \) was the \( Q \)-factor and \( \delta_i (\Lambda_i) \) was the degree of beam (target) polarization of the \( i^{th} \) event. Each event belonging to a particular run was assigned a degree of target polarization which was equal to the average target polarization for that run. The values are given at \( g9b\text{runlist} \). In the data with a circularly-polarized beam, the event-based degree of beam polarization in each \( E_\gamma \) bin was determined using Equation 3.12, where the electron beam energy was 3.082 GeV. In the case of the linearly-polarized data sets, the degree of beam polarization for each event was obtained from the relevant polarization table (see Section 3.7.3).

**Linear Beam Polarization** In each coherent-edge data set and any chosen kinematic bin, it was observed that \( \delta_+ \parallel \sim \delta_- \parallel \). This was evident from Figures 4.3 and 4.4. Therefore, either \( \delta_+ \parallel \) or \( \delta_- \parallel \) was replaced with the corresponding average, \( \bar{\delta}_\parallel \), in the analysis. Similarly, \( \delta_\perp^{(+,\,-)} \) was replaced with the average, \( \bar{\delta}_\perp \). It was further observed that the average target polarization for the same target polarization setting was similar. We used the average, \( \Lambda_{\text{target}} \), in the analysis, e.g. \( \Lambda_{\parallel,\perp}^+ = \bar{\Lambda}_+ \).

**Circular Beam Polarization** In each period of the FROST data with a circularly-polarized beam and longitudinal- or transverse-target polarization, the beam polarization flipped rapidly every second and therefore, \( \delta_{\text{target}}^+ = \delta_{\text{target}}^- \) in each kinematic bin for a given target-polarization data set. Moreover, the degree of circular beam polarization depended only on the \( e^- \) energy and the electron-beam polarization; it was independent of the target polarization for the period combinations used in our analysis. Hence, in the rest of the section, we will use \( \delta_\odot \). Likewise, \( \Lambda_{\parallel,\perp}^{\text{target}} = \bar{\Lambda}_{\parallel,\perp} \) and it will therefore be denoted by \( \bar{\Lambda}_{\text{target}} \).

**Final Remarks.** For the \( \omega \) photoproduction reaction, we chose to consider the lab azimuthal-angle distribution of the recoil proton. For the \( \pi^+\pi^- \) photoproduction reaction, we chose the \( \pi^+ \) lab azimuthal angle distribution. Therefore, the angles \( \beta \) and \( \alpha \) in Equations 4.2 and 4.3 were given by Equation 4.15 and Equation 4.16, respectively:

\[
\beta = \phi_{\text{particle}}^{\text{lab}} - \pi - \phi_0, \quad \text{where } \phi_0 = \begin{cases} 0 & \text{for } \parallel \text{ beam,} \\ \pi/2 \text{ rad} & \text{for } \perp \text{ beam,} \end{cases}
\]

and similarly:

\[
\alpha = \pi - \phi_{\text{particle}}^{\text{lab}} + \phi_{\text{offset}},
\]

where \( \phi_{\text{offset}} = \begin{cases} 2.025 \text{ rad} & \text{for } '+' \text{ target polarization,} \\ 2.025 - \pi \approx -1.115 \text{ rad} & \text{for } '-' \text{ target polarization,} \end{cases} \]
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Figure 4.3: Distributions of the $Q$-value weighted degrees of the photon beam polarization, $\delta$, for PARA setting (top row) and PERP setting (bottom row) in the energy bin $E_\gamma \in [0.9, 1.0]$ GeV. The left plots are for '+' target polarization and the right plots are for '-' target polarization. In conclusion, $\delta_+^\parallel$ and $\delta_-^\parallel$ differed by less than 1% in this energy bin. In case of the PERP beam polarization, $\delta_+^\perp$ and $\delta_-^\perp$ differed by about 3.6%.

and the particle was the recoil proton ($\pi^+$) for $\omega$ production ($\pi^+\pi^-$ production), $\phi_{\text{offset}}$ was the angle of the transverse target polarization with respect to the lab $x$-axis and $\phi_0$ was the angle of the linear polarization with respect to the lab $x$-axis. The derivations of the above equations are given in Appendix C.
Figure 4.4: A comparison of the average PARA beam polarization (left) and PERP beam polarization (right) for the two target polarization settings (‘+’ shown in red and ‘−’ shown in blue) in all photon energy bins in the FROST-g9b data. In both plots, bin number one on the x-axis corresponds to the 700-800 MeV energy bin, bin number two corresponds to the 800-900 MeV energy bin, etc. We clearly see from this figure that in any given energy bin, the average degrees of beam polarization for the two target settings were very similar.

The experimentally-observed number of events was related to the reaction rate $\sigma$:

$$N_{\text{data}} = \Phi C \epsilon \sigma,$$

where $\Phi$ denoted the photon flux (Section 3.8), $C$ denoted the total number of target nucleons and $\epsilon$ denoted the CLAS acceptance. Since $C$ was a constant, we will drop this term in the rest of the analysis note. The CLAS acceptance and its effect on the polarization observables are discussed separately for the two reactions.

### 4.4.3 Extraction of Polarization Observables in $\vec{\gamma} \vec{p} \rightarrow p \omega$

Events from Topology 5 (see Table 3.5) were utilized to extract the polarization observables in $\vec{\gamma} \vec{p} \rightarrow p \omega$. At the time of our FROST analyses, a fully-tested and ready-to-be-used-in-an-analysis Monte Carlo simulation for g9b was not available. For this reason, acceptance effects in different
topologies could only be estimated but not be studied in all their details. This was not a big concern in any extraction of an \( \omega \) observable because we considered only one topology and we binned in all relevant kinematic variables which spanned the phase space for this reaction. In this scenario, the acceptance should largely cancel out when an asymmetry was formed. Furthermore, the CLAS detector acceptance likely did not depend on the relative orientation of the photon’s polarization with respect to the detector. The acceptances of orthogonal target polarization settings were \textit{a priori} not known but we assumed that they were very similar since the magnitude of the holding field was fairly small. In a nutshell, we initially concluded that the acceptance terms were the same in a particular kinematic-bin combination for all beam-target polarization settings.

The g9b observables required fitting angular distributions. The number of PARA events with ‘+’ or ‘−’ target polarization was given by (substituting Equations 4.2, 4.15, 4.16 into Equation 4.17):

\[
N_{\parallel}^\pm = \Phi_{\parallel}^\pm \epsilon \sigma_0 \left\{ 1 - \tilde{\delta}_\parallel \Sigma \cos 2\phi_{\text{lab}} \right. \\
\quad \pm \tilde{\delta}_\parallel \Lambda^\pm H \cos (\pi - \phi_{\text{lab}}^p + 2.025) \sin 2\phi_{\text{lab}} \\
\quad \pm \Lambda^\pm T \sin (\pi - \phi_{\text{lab}}^p + 2.025) \\
\quad \pm \tilde{\delta}_\parallel \Lambda^\pm P \sin (\pi - \phi_{\text{lab}}^p + 2.025) \cos 2\phi_{\text{lab}} \left. \right\} . 
\] (4.18)

Likewise, the number of PERP events with ‘+’ or ‘−’ target polarization was given by:

\[
N_{\perp}^\pm = \Phi_{\perp}^\pm \epsilon \sigma_0 \left\{ 1 + \tilde{\delta}_\perp \Sigma \cos 2\phi_{\text{lab}} \right. \\
\quad \pm \tilde{\delta}_\perp \Lambda^\pm H \cos (\pi - \phi_{\text{lab}}^p + 2.025) \sin 2\phi_{\text{lab}} \\
\quad \pm \Lambda^\pm T \sin (\pi - \phi_{\text{lab}}^p + 2.025) \\
\quad \pm \tilde{\delta}_\perp \Lambda^\mp P \sin (\pi - \phi_{\text{lab}}^p + 2.025) \cos 2\phi_{\text{lab}} \left. \right\} . 
\] (4.19)

For the data with a circularly-polarized beam, the number of events with ‘→’ helicity and ‘+’ or ‘−’ target polarization was given by:

\[
N_{\rightarrow}^\pm = \Phi_{\rightarrow}^\pm \epsilon \sigma_0 \left\{ 1 \pm \Lambda^\pm \Lambda^\pm F \cos (\pi - \phi_{\text{lab}}^p + 2.025) \\
\quad \pm \Lambda^\pm T \sin (\pi - \phi_{\text{lab}}^p + 2.025) \right\} . 
\] (4.20)

Likewise, the number of events with ‘←’ helicity and ‘+’ or ‘−’ target polarization was given by:

\[
N_{\leftarrow}^\pm = \Phi_{\leftarrow}^\pm \epsilon \sigma_0 \left\{ 1 \mp \Lambda^\pm \Lambda^\pm F \cos (\pi - \phi_{\text{lab}}^p + 2.025) \\
\quad \pm \Lambda^\pm T \sin (\pi - \phi_{\text{lab}}^p + 2.025) \right\} . 
\] (4.21)
The Beam Asymmetry $\Sigma$. This observable was a single-polarization observable associated with a linearly-polarized photon beam and an unpolarized target. However, our experimental $g9b$ data had a linearly-polarized beam in combination with a transversely-polarized target (Tables 3.2 and 3.3). To unpolarize the target, we combined data with opposite target polarization which had the same beam polarization. This required appropriate normalization factors.

The number of $\parallel$ events, $N_{\parallel}$, after combining data sets with $\parallel$ beam polarization and different target polarization ($+$ or $-$), was given by:

$$N_{\parallel} = N^+_\parallel + N_1 N^-_{\parallel}, \quad (4.22)$$

where $N_1$ was a normalization factor that depended on the photon flux ratio and the average degrees of target polarization of the two data sets:

$$N_1 = \frac{\Phi^+_{\parallel} \tilde{\Lambda}^+}{\Phi^-_{\parallel} \tilde{\Lambda}^-}. \quad (4.23)$$

By substituting Equation 4.18 into Equation 4.22, we obtained:

$$N_{\parallel} = \Phi^+_{\parallel} \epsilon \sigma_0 (1 + \tilde{\Lambda}_R) \{ 1 - \delta_{\parallel} \Sigma \cos 2\phi_{\text{lab}} \} = \Phi^+_{\parallel} \epsilon \sigma_{\parallel}, \quad (4.24)$$

where $\tilde{\Lambda}_R$ was defined as $\tilde{\Lambda}_R = \tilde{\Lambda}^+ / \tilde{\Lambda}^-.$

In the same way, the number of $\perp$ events, $N_{\perp}$, after combining data sets with $\perp$ beam polarization and different target polarization was given by:

$$N_{\perp} = N^+_{\perp} + N_2 N^-_{\perp}, \quad (4.25)$$

where $N_2$ was the normalization factor and had the value $N_2 = \frac{\Phi^+_{\perp}}{\Phi^-_{\perp}} \tilde{\Lambda}_R$. By substituting Equation 4.19 into the above equation, we obtained:

$$N_{\perp} = \Phi^+_{\perp} \epsilon \sigma_0 (1 + \tilde{\Lambda}_R) \{ 1 + \delta_{\perp} \Sigma \cos 2\phi_{\text{lab}} \} = \Phi^+_{\perp} \epsilon \sigma_{\perp}. \quad (4.26)$$

The asymmetry between $\parallel$ and $\perp$ data could finally be written as:

$$A = \frac{N_{\parallel} - N_{\perp}}{N_{\parallel} + N_{\perp}} = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi}, \quad (4.27)$$
where,

\[ A' = \left( \frac{\sigma_{\parallel} - \sigma_{\perp}}{\sigma_{\parallel} + \sigma_{\perp}} \right) = \frac{-\bar{\delta}_l \Sigma \cos 2\phi_{\text{lab}}^P}{1 - \bar{\delta}_l \Delta \delta_l \Sigma \cos 2\phi_{\text{lab}}^P} , \]

\[ \Delta \Phi = \frac{\Phi_+ - \Phi_+^+}{\Phi_+^+ + \Phi_+^+} , \quad \bar{\delta}_l = \bar{\delta}_{\parallel} + \bar{\delta}_{\perp} \frac{2}{\bar{\delta}_{\parallel} + \bar{\delta}_{\perp}} , \quad \Delta \delta_l = \frac{\bar{\delta}_{\parallel} - \bar{\delta}_{\perp}}{\bar{\delta}_{\parallel} + \bar{\delta}_{\perp}} . \]  

(4.28)

The likelihood of obtaining the observed angular distribution in \( \phi_{\text{lab}}^P \) in any kinematic bin, using \( A \) from Equation 4.27, was then given by:

\[ -\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln \left( P(\text{event}_i) \right) , \]

(4.29)

where \( P(\text{event}_i) \) \( \begin{cases} \frac{1}{2} (1 + A) & \text{for } \parallel \text{ events}, \\ \frac{1}{2} (1 - A) & \text{for } \perp \text{ events}, \end{cases} \)

and \( N_{\text{total}} \) was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight for each event depended on its \( Q \)-factor, \( Q_{\text{event}} \), and the normalization factor for the corresponding data set. From the above discussion, the weight of the \( i^{th} \) event was given by:

\[ w_i = \begin{cases} Q_i , & \text{for } (\parallel, +) \text{ or } (\perp, +) \text{ events} , \\ Q_i N_1 & \text{for } (\parallel, -) \text{ events} , \\ Q_i N_2 & \text{for } (\perp, -) \text{ events} . \end{cases} \]

(4.30)

Minimizing \( -\ln L \) yielded the value and the statistical error of the polarization observable \( \Sigma \). Figure 4.5 shows examples of the \( \Sigma \) observable in the two energy bins \( E \in [1.30, 1.40] \text{ GeV} \) and \( E \in [1.40, 1.50] \text{ GeV} \).

**The Target Asymmetry T.** The target asymmetry \( T \) in \( \omega \) photoproduction was a first-time measurement. This observable is a single-polarization observable associated with an unpolarized photon beam and a transversely-polarized target. Since our experimental data were based on a linearly- or a circularly-polarized beam in combination with a transversely-polarized target (Tables 3.2, 3.3, and 3.4), we had to unpolarize the beam, similar to unpolarizing the target in the previous section.

To unpolarize the beam, we combined data with the same target polarization which had opposite beam polarization settings, again using appropriate normalization factors. Since the method to extract the observable was the same for both linear and circular polarization, we will use labels ‘1’
Figure 4.5: Examples of the $\Sigma$ observable from FROST-g9b (red circles) for $E \in [1.30, 1.40]$ GeV (left) and $E \in [1.40, 1.50]$ GeV (right). Our results agree fairly well within statistical uncertainties with results published by the GRAAL Collaboration in 2006 [30] (magenta triangles) and by the CBELSA/TAPS Collaboration in 2008 [31] (gray squares). The angular distributions published by the GRAAL Collaboration in 2015 [32] (blue circles) have a smaller amplitude than our FROST results and the other published results, which could be due to an error in their overall normalization. Furthermore, the good agreement between our results, the GRAAL 2006 results (obtained from the $\pi^+\pi^-\pi^0$ decay mode) and the CBELSA/TAPS 2008 results (obtained from the radiative decay mode) indicates that the acceptance effects on our results are negligible.

and ‘2’ to denote the beam polarization settings. For data sets with a linearly-polarized photon beam, ‘1’ will represent $\parallel$ polarization and ‘2’ will represent $\perp$ polarization, whereas in case of data sets with a circularly-polarized beam, ‘1’ will refer to $\rightarrow$ helicity and ‘2’ will refer to $\leftarrow$ helicity.

The number of ‘+’ events, $N^+$, after combining data sets with different beam polarization was given by:

$$N^+ = N_1^+ + C_2^+ N_2^+, \quad (4.31)$$

where $C_2^+$ was a normalization factor given by $C_2^+ = \frac{\Phi^{+}_1}{\Phi_2^+} \bar{\delta}_R$. Moreover, $\bar{\delta}_R = \frac{\bar{\delta}^1}{\bar{\delta}^2}$ for linear-beam polarization and $\bar{\delta}_R = 1$ for circular-beam polarization. The flux ratio was equal to one in the case of circularly-polarized photons because of the rapid helicity flips. By substituting the value of $C_2^+$ into Equation 4.31 and using Equations 4.18 & 4.19 in case of a linearly-polarized beam, and Equations 4.20 & 4.21 in case of a circularly-polarized beam, we obtained:

$$N^+ = \Phi^+_1 \epsilon \sigma_0 (1 + \bar{\delta}_R) \{ 1 + \tilde{\Lambda}^+ T \sin (\pi - \phi_{\text{lab}}^P + 2.025) \} = \Phi^+_1 \epsilon \sigma^+. \quad (4.32)$$
Similarly, the number of ‘−’ events, \( N^- \), after combining data sets with ‘−’ transverse target polarization and different beam polarization, was given by:

\[
N^- = N_1^- + C_2^- N_2^- ,
\]

(4.33)

where \( C_2^- \) was the normalization factor and had the value \( C_2^- = \frac{\Phi_1^- \bar{\delta}_R}{\Phi_2^-} \). Following the same procedure as before, we obtained:

\[
N^- = \Phi_1^- \epsilon_0 (1 + \bar{\delta}_R) \left\{ 1 - \bar{\Lambda}^- T \sin (\pi - \phi_{lab}^P + 2.025) \right\} = \Phi_1^- \epsilon \sigma^- .
\]

(4.34)

The asymmetry between ‘+’ and ‘−’ data was finally given by:

\[
A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi} ,
\]

(4.35)

where

\[
A' = \left( \frac{\sigma^+ - \sigma^-}{\sigma^+ + \sigma^-} \right) = \frac{\bar{\Lambda} T \sin (\pi - \phi_{lab}^P + 2.025)}{1 + \bar{\Delta} \bar{\Lambda} T \sin (\pi - \phi_{lab}^P + 2.025)} ,
\]

(4.36)

\[
\Delta \Phi = \frac{\Phi_1^+ - \Phi_1^-}{\Phi_1^+ + \Phi_1^-} , \quad \bar{\Lambda} = \frac{\bar{\Lambda}^+ + \bar{\Lambda}^-}{2} , \quad \Delta \Lambda = \frac{\bar{\Lambda}^+ - \bar{\Lambda}^-}{\bar{\Lambda}^+ + \bar{\Lambda}^-} .
\]

The likelihood of obtaining the observed angular distribution in \( \phi_{lab}^P \) in any kinematic bin, using \( A \) from Equation 4.35, was then given by:

\[
-\ln L = - \sum_{i=1}^{N_{total}} w_i \ln (P(\text{event}_i)) ,
\]

(4.37)

where \( P(\text{event}_i) = \begin{cases} \frac{1}{2} (1 + A) & \text{for ‘+’ events,} \\ \frac{1}{2} (1 - A) & \text{for ‘−’ events,} \end{cases} \)

and \( N_{total} \) was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight of the \( i^{th} \) event was:

\[
w_i = \begin{cases} Q_i & \text{for (1, +) or (1, −) events,} \\ Q_i C_2^+ & \text{for (2, +) events,} \\ Q_i C_2^- & \text{for (2, −) events.} \end{cases}
\]

(4.38)

The observable \( T \) was then extracted by minimizing \(-\ln L\) which was given in Equation 4.37.

**The \( T \) Observable from Data Sets with Linear and Circular Beam Polarization**

As shown in Table 3.4, the circularly-polarized FROST-g9b data were organized in five periods.
Figure 4.6: (Left) The $T$ observable in the energy bin $E_\gamma \in [1.50, 1.60]$ GeV from the g9b Period 13-2 combination (shown in gray) and the Period 5-4 combination (shown in magenta). The red data points denote the uncertainty-weighted average. Center: The $T$ observable in the same energy bin from the linearly-polarized g9b data (shown in blue) and the comparison with the averaged $T$ result from the circularly-polarized g9b data (shown in red). Again, the two results agree fairly well which indicates that our method to unpolarize the beam by combining data sets worked well. (Right) The $T$ observable in a lower-energy bin, $E_\gamma \in [1.30, 1.40]$ GeV, from the linearly-polarized data (shown in blue) and the corresponding circularly-polarized data (shown in red). The two results agree within statistical errors but we see a small systematic shift in the blue data points which might be attributed to the effect of the different holding field orientations.

Periods 1, 2 and 3 had a ‘+’ holding magnet sign and Periods 4 and 5 had a ‘−’ negative holding magnet sign. Furthermore, Periods 1, 3 and 5 had a ‘+’ target polarization and Periods 2 and 4 had a ‘−’ target polarization. This allowed for several ways to form asymmetries in order to extract the $T$ observable.

It was observed that the best way to extract the target asymmetry $T$ was based on separately analyzing combination132 and combination45. This observation could be explained with the influence of the holding magnet sign on the detector acceptance (see Appendix D for more details). The $T$ observables extracted from these two combinations agreed very nicely. An average $T$ was then determined by calculating a weighted average of these two results; their respective uncertainties were used as weights according to:

$$\bar{x} = \frac{\sum_i x_i \cdot \frac{1}{\sigma_i^2}}{\sum_i \frac{1}{\sigma_i^2}},$$

where $x_i$ was the observable and $\sigma_i$ was its error. Figure 4.6 (left) shows an example of the $T$ observable from combination132 and combination45 as well as their weighted average.
Figure 4.6 (center) shows a comparison of the averaged $T$ observable from the g9b data which utilized circular beam polarization with the $T$ observable extracted from the g9b data which utilized linear beam polarization (1.7 GeV coherent edge). The two results agreed fairly well within statistical errors. Note that the holding field signs were also the same for the relevant linear g9b data (Table 3.2). Thus, the acceptance effects largely canceled out for both the linear and the circular data sets.

For all FROST data utilizing circular beam polarization, it was always possible to combine data sets such that the relevant terms in the asymmetries had the same holding field sign. In contrast, the holding field signs were mostly different for the relevant g9b linear data sets. The 1.7 GeV (coherent edge) data were an exception. Figure 4.6 (right) shows an example from the 1.5 GeV (coherent edge) data set. The $T$ observable extracted from the linearly-polarized data (blue data points) agreed within statistical errors with the observable from the data which utilized circular beam polarization (red data points). However, the blue data points appeared to be slightly shifted systematically. We concluded that this small offset might be due to the holding field’s influence on the acceptance.

The holding field was not considered in the cooking. When we discovered its influence on the acceptance, we tried to develop corrections for the azimuthal and polar angles of each track (see Section 3.6.4). However, a satisfactory multi-dimensional approach was impossible and some effects remained. Since a correction of the data was not a realistic option, we decided to define the difference between the results from the linear and the circular data as an overall non-angle-dependent contribution to the systematic uncertainty of the linear data. This contribution was determined by averaging the differences between individual data points weighted with their statistical errors to disentangle it from statistical fluctuations.

**The Double-Polarization Observable F.** The $F$ observable in $\omega$ photoproduction was also a first-time measurement. This observable was a double-polarization observable associated with a circularly-polarized photon beam and a transversely-polarized target. Since the beam polarization flipped rapidly every second in the recorded data sets, we had $\Phi^{+}_{\rightarrow} = \Phi^{+}_{\leftarrow} = \Phi^{+}$ and $\Phi^{-}_{\rightarrow} = \Phi^{-}_{\leftarrow} = \Phi^{-}$. 
From Equations 4.20 and 4.21, we see that combining $N_+^+$ with $N_-^-$ (with an appropriate normalization factor) eliminated the $T$ term and retained the term with $F$:

$$
N_a = N_+^+ + C^- N_-^-
\begin{align*}
&= \Phi^+ \epsilon \sigma_0 \left\{ 1 + \tilde{\Lambda}_R + 2\tilde{\Lambda}^+ \tilde{\delta}_\odot F \cos (\pi - \phi_{lab}^P + 2.025) \right\} \\
&= \Phi^+ \epsilon \sigma_a ,
\end{align*}
$$

where

$$
C^- = \frac{\Phi^+ \tilde{\Lambda}^+}{\Phi^- \tilde{\Lambda}^-} , \quad \text{and} \quad \tilde{\Lambda}_R = \frac{\tilde{\Lambda}^+}{\tilde{\Lambda}^-} .
$$

Similarly, we could combine data sets with $(\rightarrow, -)$ & $(\leftarrow, +)$ beam-target polarization and obtained:

$$
N_b = N_-^+ + C^- N_-
\begin{align*}
&= \Phi^+ \epsilon \sigma_0 \left\{ 1 + \tilde{\Lambda}_R - 2\tilde{\Lambda}^+ \tilde{\delta}_\odot F \cos (\pi - \phi_{lab}^P + 2.025) \right\} \\
&= \Phi^+ \epsilon \sigma_b .
\end{align*}
$$

The asymmetry between 'a' and 'b' data (after combining data sets as shown in Equations 4.40 and 4.42) was then given by:

$$
A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi} ,
$$

where

$$
A' = \left( \frac{\sigma_a - \sigma_b}{\sigma_a + \sigma_b} \right) = \frac{2\tilde{\Lambda}^+ \tilde{\delta}_\odot F \cos (\pi - \phi_{lab}^P + 2.025)}{1 + \tilde{\Lambda}_R} , \quad \Delta \Phi = 0
$$

The likelihood of observing a particular angular distribution in $\phi_{lab}^P$ for any kinematic bin was given by (using $A$ from Equation 4.43):

$$
-\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln (P(\text{event}_i)) ,
$$

where $P(\text{event}_i) = \begin{cases} 
\frac{1}{2} (1 + A) & \text{for } (\rightarrow, +) \text{ or } (\leftarrow, -) \text{ events,} \\
\frac{1}{2} (1 - A) & \text{for } (\rightarrow, -) \text{ or } (\leftarrow, +) \text{ events,}
\end{cases}$

and $N_{\text{total}}$ was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight of the $i^{th}$ event was:

$$
w_i = \begin{cases} 
Q_i & \text{for } (\rightarrow, +) \text{ or } (\leftarrow, +) \text{ events} \\
Q_i C^- & \text{for } (\rightarrow, -) \text{ or } (\leftarrow, -) \text{ events}
\end{cases}
$$

The observable $F$ was then extracted by minimizing $-\ln L$ which was given by Equation 4.45.
The Average F Observable

As discussed in the previous section, the best way to form an asymmetry between circular data sets from FROST-g9b was to combine those data sets with the same holding magnet sign. Hence, we used combination-132 and combination-45. An average F was then determined by weighting the two results with their respective uncertainties. Figure 4.7 shows examples of the F observable for the different combinations and weighted average. The data agreed very well.

The Double-Polarization Observable H & Recoil-Polarization Observable P.

Both the H and the P observable in \( \omega \) photoproduction were first-time measurements. The observable H was a double-polarization observable associated with a linearly-polarized photon beam and a transversely-polarized target. The observable P, on the other hand, was a single-polarization observable that was associated with recoil polarization, but it could also be extracted from data using linearly-polarized photons and a transversely-polarized target.
From Equations 4.18 and 4.19, we can see that combining $N_{\|}^+$ and $N_{\perp}^-$ data with appropriate normalization factors gave:

\[ N_1 = N_{\|}^+ + C_3 N_{\perp}^- \]
\[ = \Phi_{\|}^+ \epsilon \sigma_0 \{ 1 + \Lambda_R - \bar{\delta}_\perp (\bar{\delta}_R - \bar{\Lambda}_R) \Sigma \cos 2\phi_{lab} \]
\[ - 2\Lambda^+ \tilde{\delta} \left( \begin{array}{c} H \cos (\pi - \phi_{lab}^p + 2.025) \sin 2\phi_{lab}^p \\ + P \sin (\pi - \phi_{lab}^p + 2.025) \cos 2\phi_{lab}^p \end{array} \right) \} \] (4.47)

where

\[ C_3 = \frac{\Phi_{\|}^+ \bar{\Lambda}_+}{\Phi_{\perp}^- \bar{\Lambda}_-} , \quad \bar{\Lambda}_R = \frac{\bar{\Lambda}_+}{\bar{\Lambda}_-} , \quad \tilde{\delta} = \left( \frac{\tilde{\delta}_\| + \tilde{\delta}_\perp}{2} \right) . \] (4.48)

In the term $\bar{\delta}_\perp (\bar{\delta}_R - \bar{\Lambda}_R) \Sigma \cos 2\phi_{lab}^p$, $\bar{\delta}_R$ and $\bar{\Lambda}_R$ were $\sim 1$ and the remaining variables were smaller than one; thus, we could discard this term. Then, the above equation reduced to:

\[ N_1 = \Phi_{\|}^+ \epsilon \sigma_0 \{ 1 + \Lambda_R \]
\[ - 2\Lambda^+ \tilde{\delta} \left( \begin{array}{c} H \cos (\pi - \phi_{lab}^p + 2.025) \sin 2\phi_{lab}^p \\ + P \sin (\pi - \phi_{lab}^p + 2.025) \cos 2\phi_{lab}^p \end{array} \right) \} \]
\[ = \Phi_{\|}^+ \epsilon \sigma_1 . \] (4.49)

Similarly, combining $N_{\|}^+^+$ events with $N_{\perp}^-^+$ gave:

\[ N_2 = \Phi_{\perp}^+ \epsilon \sigma_0 \{ 1 + \Lambda_R \]
\[ + 2\Lambda^+ \tilde{\delta} \left( \begin{array}{c} H \cos (\pi - \phi_{lab}^p + 2.025) \sin 2\phi_{lab}^p \\ + P \sin (\pi - \phi_{lab}^p + 2.025) \cos 2\phi_{lab}^p \end{array} \right) \} \]
\[ = \Phi_{\perp}^+ \epsilon \sigma_2 . \] (4.50)

The asymmetry between ‘1’ and ‘2’ data was given by (after combining data sets as shown in Equation 4.49 and 4.50):

\[ A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi} , \] (4.51)

where

\[ A' = \left( \frac{\sigma_1 - \sigma_2}{\sigma_1 + \sigma_2} \right) \]
\[ = \frac{-2\Lambda^+ \tilde{\delta} \left( \begin{array}{c} H \cos (\pi - \phi_{lab}^p + 2.025) \sin 2\phi_{lab}^p \\ + P \sin (\pi - \phi_{lab}^p + 2.025) \cos 2\phi_{lab}^p \end{array} \right) \} \]
\[ = \frac{1 + \Lambda_R}{\frac{\Phi_{\|}^+ - \Phi_{\perp}^+}{\Phi_{\|}^+ + \Phi_{\perp}^+}} , \] (4.52)
Figure 4.8: Example of the double-polarization observable $H$ and the recoil-polarization observable $P$ for $E_\gamma \in [1.70, 1.80]$ GeV from the g9b data which utilized a linearly-polarized beam and a transversely-polarized target. As mentioned in Section 4.1.1, a coarser binning scheme is used since the $p_{\text{lab}}^\phi$ angular distributions have a more complicated form (as shown in Equation 4.52).

The likelihood of observing a particular angular distribution in $p_{\text{lab}}^\phi$ for any kinematic bin was given by (using $A$ from Equation 4.51):

\[
-\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln (P(\text{event}_i)),
\]

where

\[
P(\text{event}_i) = \begin{cases} 
\frac{1}{2} (1 + A) & \text{for } (||, +) \text{ or } (\perp, -) \text{ events}, \\
\frac{1}{2} (1 - A) & \text{for } (||, -) \text{ or } (\perp, +) \text{ events},
\end{cases}
\]

and $N_{\text{total}}$ was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight of the $i^{th}$ event was:

\[
w_i = \begin{cases} 
Q_i & \text{for } (||, +) \text{ or } (\perp, +) \text{ events}, \\
Q_i \frac{\Phi^+}{\Phi^\perp} \bar{A}_R & \text{for } (\perp, -) \text{ events}, \\
Q_i \frac{\Phi^+}{\Phi^\parallel} \bar{A}_R & \text{for } (||, -) \text{ events}.
\end{cases}
\]

The two observables were then extracted by minimizing $-\ln L$ which was given by Equation 4.53. Examples of $H$ and $P$ are shown in Figure 4.8.
4.4.4 Extraction of Polarization Observables in $\gamma \vec{p} \rightarrow p \pi^+\pi^-$

Three different topologies were considered for the two-pion reaction (see also Table 3.5, Section 3.2). The topologies are listed here as a reminder:

- Topology 1: $\gamma \vec{p} \rightarrow p \pi^+ (\pi^-)$ – $\pi^-$ not detected,
- Topology 2: $\gamma \vec{p} \rightarrow p \pi^- (\pi^+)$ – $\pi^+$ not detected,
- Topology 4: $\gamma \vec{p} \rightarrow p \pi^+\pi^-$ – all particles detected.

As mentioned previously, we did not have a ready-to-be-used-in-an-analysis Monte Carlo simulation for studying the acceptances of these three topologies. In the ideal situation of infinite statistics, the data could be binned finely in all five kinematic variables and furthermore, the detector acceptance would be independent of the beam-target polarization. For every topology, the acceptance term in each kinematic bin would then be the same for all data sets irrespective of their beam-target polarization and hence, the term would drop out for each asymmetry measurement. In reality, the detector acceptance could still be considered independent of the beam polarization. Moreover, we discussed in Section 4.4.3 that the effect of the target polarization on the acceptance was small, provided that data sets with different holding-field signs were properly combined.

However due to limited statistics, we could bin in only three of the five kinematic variables (see Section 4.1.2). Unfortunately, the acceptance terms associated with the remaining two variables did not cancel out when the asymmetries were formed. To estimate the overall effect of the detector acceptance from integrating over these two remaining variables (e.g. $\cos \Theta_{c.m.}$ and a mass in our experimental analysis), we carefully compared the observables from the three topologies. The final observables are presented in this dissertation as statistics-weighted averages over the three topologies, which also reduced the statistical errors. Note that this was one of the many choices available for presenting the final observables.

The extraction of polarization observables from data sets utilizing linearly-polarized photons and a transversely-polarized target required fitting angular distributions (as described in Section 4.4.1). The number of $||$ events with a ‘+’ or a ‘-’ target polarization was determined by substituting
Equations 4.3, 4.15 and 4.16 into Equation 4.17:

\[ N_{||}^\pm = \Phi_{||}^\pm \sigma_0 \{(1 \pm \bar{\Lambda}^\pm \cos \alpha_0 \mathbf{P}_x \pm \bar{\Lambda}^\pm \sin \alpha_0 \mathbf{P}_y) \]

\[ + \hat{\delta}_{||} \left[ \sin 2\beta_0 (\mathbf{I}^s \pm \bar{\Lambda}^\pm \cos \alpha_0 \mathbf{P}_x^s \pm \bar{\Lambda}^\pm \sin \alpha_0 \mathbf{P}_y^s) \right. \]

\[ + \cos 2\beta_0 (\mathbf{I}^c \pm \bar{\Lambda}^\pm \cos \alpha_0 \mathbf{P}_x^c \pm \bar{\Lambda}^\pm \sin \alpha_0 \mathbf{P}_y^c) \left. \right] \}, \]

(4.55)

where \( \alpha_0 = \pi - \phi_{\pi^+}^\text{lab} + 2.025 \) and \( \beta_0 = \phi_{\pi^+}^\text{lab} \). Note that the number of events was not corrected for the CLAS acceptance.

Similarly, the number of \( \perp \) events for the two target settings, without correcting for the CLAS acceptance, could be written as:

\[ N_{\perp}^\pm = \Phi_{\perp}^\pm \sigma_0 \{(1 \pm \bar{\Lambda}^\pm \cos \alpha_0 \mathbf{P}_x \pm \bar{\Lambda}^\pm \sin \alpha_0 \mathbf{P}_y) \]

\[ - \hat{\delta}_{\perp} \left[ \sin 2\beta_0 (\mathbf{I}^s \pm \bar{\Lambda}^\pm \cos \alpha_0 \mathbf{P}_x^s \pm \bar{\Lambda}^\pm \sin \alpha_0 \mathbf{P}_y^s) \right. \]

\[ + \cos 2\beta_0 (\mathbf{I}^c \pm \bar{\Lambda}^\pm \cos \alpha_0 \mathbf{P}_x^c \pm \bar{\Lambda}^\pm \sin \alpha_0 \mathbf{P}_y^c) \left. \right] \].

(4.56)

Note that any number of events was not corrected for the CLAS acceptance. The above four equations had to be combined appropriately to single out each of the three polarization observables. A recipe for combining the different beam-target settings is discussed in the subsequent sections.

**The Beam-Polarization Observables \( \mathbf{I}^s \) and \( \mathbf{I}^c \).** The extraction of the beam-polarization observables was carried out using the same procedure as described in Section 4.4.3 for the extraction of the \( \Sigma_\omega \) observable. The only difference was that the event numbers were given by Equations 4.55 and 4.56. Therefore, the mathematical form of the asymmetry was very similar to the one described by Equation 4.28, except for the fact that we had two observables, \( \mathbf{I}^s \) and \( \mathbf{I}^c \), and we considered the lab azimuthal angle of the \( \pi^+ \).

The asymmetry between \( \parallel \) and \( \perp \) data (after unpolarizing the target) could be written as:

\[ A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi}, \]

(4.57)

where

\[ A' = \frac{\sigma_|| - \sigma_{\perp}}{\sigma_|| + \sigma_{\perp}} = \frac{\hat{\delta}_l (\mathbf{I}^s \sin 2\phi_{\pi^+}^\text{lab} + \mathbf{I}^c \cos 2\phi_{\pi^+}^\text{lab})}{1 + \hat{\delta}_l \Delta \hat{\delta}_l (\mathbf{I}^s \sin 2\phi_{\pi^+}^\text{lab} + \mathbf{I}^c \cos 2\phi_{\pi^+}^\text{lab})}, \]

\[ \Delta \Phi = \frac{\Phi^+_{||} - \Phi^+_{\perp}}{\Phi^+_{||} + \Phi^+_{\perp}}, \quad \hat{\delta}_l = \frac{\delta_|| + \delta_\perp}{2}, \quad \Delta \hat{\delta}_l = \frac{\hat{\delta}_|| - \hat{\delta}_\perp}{\delta_|| + \delta_\perp}. \]

(4.58)
The likelihood of observing a particular angular distribution in $\phi_{\text{lab}}^+$ in any kinematic bin was given by (using $A$ from Equation 4.57):

$$-\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln (P(\text{event}_i)),$$

where $P(\text{event}_i) = \begin{cases} \frac{1}{2} (1 + A) & \text{for } \parallel \text{ events}, \\ \frac{1}{2} (1 - A) & \text{for } \perp \text{ events}, \end{cases}$

and $N_{\text{total}}$ was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight of the $i^{th}$ event was:

$$w_i = \begin{cases} Q_i & \text{if } (\parallel, +) \text{ or } (\perp, +) \text{ event}, \\ Q_i \frac{\Phi^+}{\Phi^-} \frac{\Lambda^+}{\Lambda^-} & \text{if } (\parallel, -) \text{ event}, \\ Q_i \frac{\Phi^+}{\Phi^-} \frac{\Lambda^+}{\Lambda^-} & \text{if } (\perp, -) \text{ event}. \end{cases}$$

Minimizing the negative log of the likelihood gave us the values and the statistical errors of the beam-polarization observables.

**Comparing Results from Different Topologies** Figures 4.10 and 4.11 show comparisons between results from the three topologies in the [1.3, 1.4] GeV energy bin. The comparisons were made separately for two independent CLAS experiments, the FROST-g9b experiment (left plots) and the CLAS-g8b experiment [47] (right plots) which utilized an unpolarized hydrogen target. The results from the CLAS-g8b experiment have been approved by the collaboration and are currently in preparation for publication. In the majority of the kinematic bins, the topologies agreed well within errors in both experiments. However, in certain kinematic bins significant disagreements between topologies could also be observed. The discrepancies were visible in the same kinematic bins and with very similar overall features in both experiments. Since the two experiments and their analyses were completely independent of each other, this indicated that the different behavior of the individual topologies in these kinematic bins was not analysis-specific; rather, it was topology-dependent and related to the CLAS acceptance of the two kinematic variables we integrated over. This was also evident from Figure 4.9 where the averages of the observables over all topologies from FROST-g9b (red data points) were compared with the averages over topologies from CLAS-g8b (blue data points) and they were found to be in excellent agreement with each other.
Figure 4.9: Observables $I^s$ (left) and $I^c$ (right) in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV after performing a statistics-weighted average over results from the three topologies. The averaged observables from the FROST-g9b experiment (shown in red) are in excellent agreement with the averaged results from the CLAS-g8b experiment (shown in blue). The solid curves are third-order Fourier sine (cosine) fits to the $I^s$ ($I^c$) results from CLAS-g8b.

Figure 4.12 shows the distributions of the differences between the averages from all topologies (referred to as Topology 0) and the results from each individual topology integrated over all kinematic bins. Since Topology 1 had the largest statistics, the averaged results were close to the results from Topology 1. Hence, the distributions of the differences between results from Topology 0 and Topology 1 were narrow and nicely centered at zero. The distribution of the difference between Topology 0 and Topology 2 for $I^c$ was centered at about 0.1 which showed that the acceptance effects lead to slightly different observables in Topology 2 relative to the other topologies. These acceptance effects were not noticeable in the distribution of the difference between $I^s$ from Topology 0 and Topology 2 because of the odd parity of this observable with respect to $\phi_{x^+}$. The differences took either positive or negative signs depending on the value of $\phi_{x^+}$ and hence, the distribution of the difference turned out to be symmetric with its center at zero. Last not least, acceptance effects were revealed as a small negative offset in the distribution of the difference between $I^c$ from Topology 0 and Topology 4.

**The Target-Polarization Observables $P_X$ and $P_Y$.** Both the $P_X$ and the $P_Y$ observable were first-time measurements. These observables were determined using a procedure which was very similar to the one described in Section 4.4.3 for the extraction of the target-polarization observable
for the $\omega$ channel. The only differences, as pointed out in the previous section, were the usage of the Equations 4.55, 4.56 and $\phi_{lab}$ of the $\pi^+$ meson. The asymmetry between the ‘+’ and ‘−’ data (after unpolarizing the beam) could be written as:

$$A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi},$$

(4.61)

where

$$A' = \frac{\tilde{\Lambda} \left[ P_x \cos (\pi - \phi^+_{lab} + 2.025) + P_y \sin (\pi - \phi^+_{lab} + 2.025) \right]}{1 + \tilde{\Lambda} \Delta \Lambda \left[ P_x \cos (\pi - \phi^+_{lab} + 2.025) + P_y \sin (\pi - \phi^+_{lab} + 2.025) \right]}$$

(4.62)

$$\Delta \Phi = \frac{\Phi^+ - \Phi^-}{\Phi^+ + \Phi^-}, \quad \tilde{\Lambda} = \frac{\Lambda^+ + \Lambda^-}{2}, \quad \Delta \Lambda = \frac{\Lambda^+ - \Lambda^-}{\Lambda^+ + \Lambda^-}.$$

The likelihood was then given by:

$$-\ln L = - \sum_{i=1}^{N_{total}} w_i \ln \left( P(\text{event}_i) \right),$$

(4.63)

where $P(\text{event}_i) = \begin{cases} \frac{1}{2} (1 + A) & \text{for } ' + ' \text{ events}, \\ \frac{1}{2} (1 - A) & \text{for } ' - ' \text{ events}, \end{cases}$

and $N_{total}$ was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight of the $i^{th}$ event was:

$$w_i = \begin{cases} \frac{s_i}{s_{i,\parallel}} & \text{if } (\parallel, +) \text{ or } (\parallel, -) \text{ event} \\ \frac{s_i}{s_{i,\perp}} & \text{if } (\perp, +) \text{ event} \\ \frac{s_i}{s_{i,\perp}} & \text{if } (\perp, -) \text{ event} \end{cases}$$

(4.64)

Comparing Results from Different Topologies Figure 4.13 shows a comparison of the results on the observable $P_x$ from the individual topologies (top rows) and their averages (bottom rows) in the energy bin $E \in [0.8, 0.9]$ GeV. The same is shown for the observable $P_y$ in Figure 4.14. The results agreed fairly well with each other within statistical errors in most of the kinematic bins. However, the acceptance effects were significant in some cases. They lead to small disagreements between results from the individual topologies, as we can see in some of the kinematic bins shown in the figure. Figure 4.15 shows the distributions of the differences between the averaged results and the results from each topology, integrated over all kinematic bins. The distributions were narrow and centered at zero. Based on these distributions, we concluded that the overall acceptance effects
owing to integrating over the two kinematic variables were very small unlike in the previous section. Since the target-polarization observable was much smaller than the beam-polarization observable, it appeared not to vary much over the two remaining kinematic variables (not used for binning).

Again, these observables were first-time measurements. Based on parity conservation, it has been predicted that $P_x$ ($P_y$) have an odd (even) parity with respect to $\phi_{\pi^+}$ [39]. This behavior was clearly seen in our results. As an example, we show the averaged results in the energy bin $E \in [0.8, 0.9]$ GeV in Figures 4.13 and 4.14 (bottom rows). The results could be nicely fitted with a second-order Fourier sine or cosine series (shown as black solid curves).

**The Double-Polarization Observables $P_{x,y}^{s,c}$.** All four double-polarization observables were first-time measurements. The procedure for the extraction was the same as outlined in Section 4.4.3. Using Equations 4.55 and 4.56, the asymmetry could be written as:

$$A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi},$$

(4.65)

where

$$A' = \frac{2 \bar{\Lambda}^+ \tilde{\delta} (P_x^s \sin 2\beta_0 \cos \alpha_0 + P_y^s \sin 2\beta_0 \sin \alpha_0 + P_x^c \cos 2\beta_0 \cos \alpha_0 + P_y^c \cos 2\beta_0 \sin \alpha_0)}{1 + \bar{\Lambda}_R},$$

$$\Delta \Phi = \frac{\Phi_+^{||} - \Phi_+^{\perp}}{\Phi_+^{||} + \Phi_+^{\perp}}, \quad \bar{\Lambda}_R = \frac{\bar{\Lambda}^+}{\bar{\Lambda}^-}, \quad \tilde{\delta} = \left( \frac{\delta_+^{||} + \delta_+^{\perp}}{2} \right),$$

(4.66)

and $\alpha_0 = \pi - \phi_{\pi^+}^{\text{lab}} + 2.025$, $\beta_0 = \phi_{\pi^+}^{\text{lab}}$. The likelihood of observing a particular angular distribution in $\phi_{\pi^+}^{\text{lab}}$ in any kinematic bin was then given by (using $A$ from Equation 4.65):

$$-\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln \left( P(\text{event}_i) \right),$$

(4.67)

where, $P(\text{event}_i) = \begin{cases} \frac{1}{2} (1 + A) & \text{for } (||, +) \text{ or } (\perp, -) \text{ events,} \\ \frac{1}{2} (1 - A) & \text{for } (||, -) \text{ or } (\perp, +) \text{ events,} \end{cases}$

and $N_{\text{total}}$ was the sum of all events for the four beam-target polarization settings used in that kinematic bin. The weight of the $i^{th}$ event was:

$$w_i = \begin{cases} Q_i & \text{if } (||, +) \text{ or } (\perp, +) \text{ event,} \\ Q_i \frac{\Phi_+^{||}}{\Phi_+^{\perp}} \bar{\Lambda}_R & \text{if } (\perp, -) \text{ event,} \\ Q_i \frac{\Phi_+^{\perp}}{\Phi_+^{||}} \bar{\Lambda}_R & \text{if } (||, -) \text{ event.} \end{cases}$$

(4.68)
As discussed in Section 4.1.2, the data in this case were binned in quasi-three dimensions: 100 MeV wide photon energy bins, 2 bins in $\cos \theta_{\pi^+}$ and 10 bins in $\phi_{\pi^+}$.

**Comparing Results from Different Topologies** Figure 4.16 shows a comparison between the individual topologies and their weighted average in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. In addition to the acceptance effects due to integrating over the two remaining kinematic variables, there were likely also acceptance effects due to the coarse binning in $\cos \theta_{\pi^+}$. Similar to the discussion in the previous section, the acceptance effects appeared smaller than those observed in Section 4.4.4, which might be due to the fact that the observable itself was small (less than 0.3 in magnitude) and did not vary as much as the observables $I^{s,c}$ over $\cos \theta_{\pi^+}$ and the unbinned variables. This was also evident from the distributions of the differences between the averaged results and the results from the individual topologies integrated over all kinematic bins (Figure 4.18). Note that the distributions of the differences were not as smooth as the distributions presented in the previous two sections because the number of entries in each of these distributions decreased by a factor of five (owing to the coarse binning in $\cos \theta_{\pi^+}$).

Figure 4.17 shows the weighted average of the results over all topologies for the four observables in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. The observables $P_x^c$ and $P_y^s$ exhibited an odd symmetry with respect to $\phi_{\pi^+}$. The other two observables, $P_x^s$ and $P_y^c$, exhibited an even symmetry with respect to $\phi_{\pi^+}$. These observations were consistent with theoretical predictions based on parity conservation and support our results.
Figure 4.10: A comparison between results on $I^s$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV. Results are shown as a function of $\cos \theta_{\pi^+}$ and $\phi_{\pi^+}$ from two independent experiments, the g9b experiment (top) and the CLAS-g8b experiment (bottom).
Figure 4.11: A comparison between results on $I^c$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV. Results are shown as a function of $\cos \theta_{\pi^+}$ and $\phi_{\pi^+}$ from two independent experiments, the g9b experiment (top) and the CLAS-g8b experiment (bottom).
Figure 4.12: The differences between Topology 0 and the individual topologies for the observables $I^s$ (left) and observables $I^c$ (right) extracted from the FROST-g9b experiment. Here, Topology 0 denotes the weighted average of the three topologies. The differences presented here are integrated over all kinematic bins.
Figure 4.13: A comparison between results on $P_x$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown as a function of $\cos \theta_\pi^+$ and $\phi_\pi^+$. The bottom half shows the final results as averages (red circles) over all topologies in the same energy bin. The solid curves are second-order Fourier sine fits to the final results for $P_x$. 
Figure 4.14: A comparison between results on $P_y$ from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles) and their average (black open squares) in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown as a function of $\cos\theta_{\pi^+}$ and $\phi_{\pi^+}$. The bottom half shows the final results as averages (red circles) over all topologies in the same energy bin. The solid curves are second-order Fourier cosine fits to the final results for $P_y$. 
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Figure 4.15: The differences between Topology 0 and the individual topologies for the observables \( P_x \) (left) and \( P_y \) (right) extracted from the FROST-g9b experiment. Topology 0 corresponds to the average of the three topologies. The presented differences are integrated over all kinematic bins.
Figure 4.16: A comparison between results from Topology 1 (magenta circles), Topology 2 (green squares), Topology 4 (light blue triangles), and their average (black open squares) in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown for the angle bins $-1.0 < \cos \theta_{\pi^+} < 0.0$ (top) and $0.0 < \cos \theta_{\pi^+} < 1.0$ (bottom) for the observable $P_s^x$ (first column), $P_c^x$ (second column), $P_s^y$ (third column) and $P_c^y$ (fourth column). In each $\cos \theta_{\pi^+}$ bin, the data are plotted as a function of $\phi_{\pi^+}$.

Figure 4.17: The weighted average of the results over all topologies for the observables $P_s^x$ (first column), $P_c^x$ (second column), $P_s^y$ (third column), and $P_c^y$ (fourth column) in $E_\gamma \in [0.8, 0.9]$ GeV. Results are shown for the angle bins $-1.0 < \cos \theta_{\pi^+} < 0.0$ (top row) and $0.0 < \cos \theta_{\pi^+} < 1.0$ (bottom row). The $x$-axis is $\phi_{\pi^+}$. The solid curves are second-order Fourier sine (cosine) fits to the averaged results on $P_c^x$, $P_s^y$ ($P_s^x$, $P_c^y$).
Figure 4.18: Distributions of differences between results from Topology 0 and the individual topologies on the observables $P_s^x$ (first row), $P_c^x$ (second row), $P_s^y$ (third row), and $P_c^y$ (fourth row). Topology 0 denotes the average of the three topologies. The differences presented here are integrated over all kinematic bins.
5.1 Contribution from the $Q$-Factor Method

Propagating the $Q$-value errors analytically was very difficult since angular distributions in $\phi_{\text{lab}}$ needed to be fitted in the extraction of polarization observables, for example in the determination of the beam-polarization observables $\Gamma$ and $\Gamma^c$. Therefore an alternative approach was applied. We changed the $Q$-value of each event by $\sigma_{Q_i}$, where $\sigma_{Q_i}$ was the fit error in the $Q$-value of the $i^{th}$ event. Then the error in the yield in any $\phi_{\text{lab}}$ bin was equal to the sum over all $\sigma_{Q_i}$ within the bin. Thus, this method corresponded to the case when the events are assumed to be 100% correlated (over-estimation of errors). In the next step, we determined the asymmetry and re-extracted the polarization observable by using these modified $Q$-values. The difference between the original polarization observable and the slightly modified observable, was considered a contribution to the overall systematic uncertainty. An important question was whether the $Q$-value of the event should be increased or decreased by the fit errors. Three different cases were studied:

1) increasing all $Q$-values by their individual fit errors,
2) decreasing all $Q$-values by their individual errors,
3) increasing the $Q$-values of the events with one type of polarization and decreasing the $Q$-values of the events with the opposite type of polarization.

It was observed that, on average, the magnitudes of the changes in the polarization observable in 1. and 2. were very similar and bigger than in case 3. We therefore employed case 1. and determined the the absolute value of the change in the observable in each kinematic bin; this number was then quoted as the absolute uncertainty in the observable due to the $Q$-factor method. In Section 6 the gray band at the bottom of each plot shows the total systematic uncertainty for each observable.
Table 5.1: Average percentage errors in $I^s$ and $I^c$ in various energy bins due to the $Q$-value method.

| Energy Range (MeV) | $|\Delta I^s/I^s|\ (%)$ | $|\Delta I^c/I^c|\ (%)$ |
|--------------------|--------------------------|--------------------------|
| 1100 - 1200        | 6.1                      | 10.1                     |
| 1400 - 1500        | 8.6                      | 9.0                      |
| 1600 - 1700        | 10.1                     | 9.5                      |

Furthermore, to develop an overall estimate of the average percentage error (over all kinematic bins within an energy bin), the following equation was used:

$$\left| \frac{\Delta x}{x} \right|_{av.} (\text{in } \%) = \left( \frac{\sum_{i=1}^{\text{all bins}} \left\{ \frac{x - x'}{x} \left( \frac{1}{\sigma_x} \right)^2 \right\}^2}{\sum_{i=1}^{\text{all bins}} \left( \frac{1}{\sigma_x} \right)^2} \right) \times 100\%,$$

(5.1)

where $x$ was the original polarization observable, $x'$ was the re-calculated polarization observable and $\sigma_x$ was the statistical error in $x$. Table 5.1 lists the average percentage errors, using Equation 5.1, for the observables $I^s$ and $I^c$ at various energies.

The above method to determine the contribution from the $Q$-factor method to the overall systematic uncertainty was based on the assumption that our choice for the background and signal shapes was appropriate. This was not always true in energy bins close to the threshold region for the $\omega$ reaction (1.1 - 1.3 GeV) where the background subtraction was more difficult. Since the phase space had a fairly sharp cut-off on the right-hand side of the $\omega$ peak, a combination of an Argus function and a second-order Chebychev polynomial was utilized to define the background pdf, as described in Section 3.9.3. Yet, the available background did not always sufficiently constrain the event-based likelihood fits. We refer to Figure 3.27 (top right) as an example, which corresponds to the [1.2 - 1.3] GeV photon energy bin. In the background, a dip-like structure under the $\omega$ peak was observed. To estimate the systematics associated with this, the background distribution obtained from the $Q$-factor method was fitted with a second-order polynomial in the range $\omega_{peak} \pm 5\sigma$, as shown in Figure 5.1 (right). This was done separately for the four sub-data sets: (PARA, +), (PARA, -), (PERP, +), and (PERP, -). The fractional difference between the background and the fit in the range $\omega_{peak} \pm 2\sigma$ was determined to be about 5 - 7% on average. In order to quantify the effect of this fractional difference on the final observables, we developed the following strategy:
Since the background was under-estimated in the region \( \omega_{\text{peak}} \pm 2\sigma \), which was equivalent to the signal being over-estimated, we decreased the \( Q \)-value of those events belonging to this mass range by 7\%. In addition, the \( Q \)-values of all events were also increased by their fit errors. The final observables were then re-determined and the fractional difference between the original observables and the modified observables was quoted as the systematic uncertainty for the observable due to the \( Q \)-factor method.

![Mass distribution (from butanol)](image)

Figure 5.1: (Left) An invariant-mass distribution of the \((\pi^+\pi^0)\) system obtained from the butanol target for \( E \in [1.2, 1.3] \) GeV. The \( \omega \) peak was fitted with a Gaussian function (red dashed curve) and the corresponding mean and \( \sigma \) were determined. (Right) The mass distribution was then weighted by \((1 - Q)\) and the region lying within \([\omega_{\text{peak}} \pm 5\sigma]\) was fitted with a second-order polynomial function (red dashed curve). Data used: 1.3 GeV coherent edge data set with PARA beam and ‘+’ target polarization.

We found that the uncertainty in the \( \omega \) beam asymmetry \( \Sigma \) for the bin \( E \in [1.2, 1.3] \) GeV increased from 3.6\% (considering only the \( Q \)-fit errors) to 4.8\% when we also included the fractional difference between the \( Q \)-factor background description and the polynomial fit.

### 5.2 Contribution from the Beam Polarization

The observables \( \Sigma, F, H, \) and \( P \) in the \( \omega \) reaction and the observables \( P^{s,c}_{x,y} \) and \( P^{s,c}_{x,y} \) in the \( \pi^+\pi^- \) reaction were extracted by fitting angular distributions. The amplitudes were proportional to the product of the average degree of beam polarization and the relevant polarization observable. Therefore, the contribution to the systematic uncertainty in the observable was the same as
the percentage error in the degree of beam polarization. For example, we showed earlier for the observables $I_s^c$ (Equation 4.58) that:

$$A' = \left( \frac{\sigma_\parallel - \sigma_\perp}{\sigma_\parallel + \sigma_\perp} \right) = \frac{\tilde{\delta}_l (I_s \sin 2\phi^{\pi^+}_{lab} + I^c \cos 2\phi^{\pi^+}_{lab})}{1 + \tilde{\delta}_l \Delta \tilde{\delta}_l (I_s \sin 2\phi^{\pi^+}_{lab} + I^c \cos 2\phi^{\pi^+}_{lab})},$$

(5.2)

where $\tilde{\delta}_l = \frac{\delta_l + \delta_{\perp}}{2}$ and the term, $\tilde{\delta}_l \Delta \tilde{\delta}_l = \frac{\delta_\parallel - \delta_{\perp}}{2}$, were significantly smaller than one in all kinematic bins. Hence, the amplitudes were essentially equal to $\tilde{\delta}_l I^s$ and $\tilde{\delta}_l I^c$. Since the polarization observables were extracted by dividing the amplitude (returned by the fitter) by the average degree of the beam polarization, any error in the determination of the average beam polarization led to the same percentage error in the observable.

As discussed earlier, in case of circular beam polarization, the statistical uncertainty in the electron-beam polarization was 1.5% and the systematic uncertainty was 3% [77]. This led to a total uncertainty of 3.4% in FROST-g9b. In case of the linearly-polarized beam, the degree of polarization had an average uncertainty of 5% (as the upper limit) “mostly due to the determination of the baseline and the assumption that the spread in enhancement, and hence polarization, due to beam divergence, crystal thickness etc. could be modelled as one Gaussian”\(^1\). Thus, the contribution to the systematic error in the observables can be summarized in the following table:

Table 5.2: Contribution from the beam polarization to the systematic uncertainties for various polarization observables.

| Beam-Polarization | Observables | $|\Delta \text{obs.}/\text{obs.}|$ (%) |
|-------------------|-------------|-------------------------------------|
| Circular          | $F$ (for $\omega$) | $< 4\%$ |
| Linear            | $\Sigma, H, P$ (for $\omega$); $I^{s,c}, P^{s,c}_{x,y}$ (for $\pi^+\pi^-$) | $< 5\%$ |

The effect of the uncertainty in the beam polarization on the target-polarization observables will be discussed in Section 5.5 since we used them as normalization factors when combining data sets to “unpolarize” the beam.

### 5.3 Contribution from the Target Polarization

Following the same argument as discussed in the previous section, it was evident from the equations for the asymmetries that the contribution to the overall systematic uncertainties in the

\(^1\)K. Livingston, private communication, 2 June 2015.
target-polarization observables and the double-polarization observables was equal to the percentage error in the degree of the target polarization. As mentioned in Section 3.7.5, the uncertainty was $\sim 1.7\%$\textsuperscript{2}. The contribution to the systematic uncertainties in the observables is summarized in Table 5.3.

Table 5.3: Contribution from the target polarization to the overall systematic uncertainty for various polarization observables.

| Observables            | $|\Delta \text{obs.}/\text{obs.}|$ (%) |
|------------------------|--------------------------------------|
| $H, P, F, T$ (for $\omega$) | < 2 %                               |
| $P_{x,y}, P_{x,y}^{a,c}$ (for $\pi^+\pi^-$) | < 2 %                               |

The effect of the uncertainty in the degree of target polarization on the beam-polarization observables will be discussed in Section 5.5 since they were used as normalization factors when combining data sets to “unpolarize” the target.

### 5.4 Contribution from the Target Offset Angle

The uncertainty in the target offset angle of the transversely-polarized target was $0.4^\circ$ (see Section 3.7.5). To determine the effect of this uncertainty on the polarization observables, the angle was varied by $\pm \sigma$ and the target-polarization observables $P_{x,y}$ were extracted again. This was done at various energies. In each energy bin, the average percentage error in the observable was calculated over all kinematic bins (10 $\cos\theta_{\pi^+}$ bins and 10 $\phi_{\pi^+}$ bins) using Equation 5.1. The average percentage errors are listed in the table shown below.

Since the average percentage error should be independent of the energy, we quoted the average of the uncertainties presented in the above table, which is $\sim 2.3\%$, as the contribution of the offset-angle uncertainty to the overall systematic uncertainties in the observables $P_{x,y}$. Note that this uncertainty did not affect the beam-polarization observables since we “unpolarized” the target to determine these observables. This did not require any accurate knowledge of the angle.

\textsuperscript{2}Natalie Walford used an educated guess of 4-5\% in her Ph. D. dissertation as the upper limit [62].
Table 5.4: Average percentage errors in $P_x$ and $P_y$ in various energy bins due to the error in the target offset angle.

| Energy Range (MeV) | $|\Delta P_x/P_x|$ (%) | $|\Delta P_y/P_y|$ (%) |
|--------------------|------------------------|------------------------|
| 700 - 800          | 2.2                    | 2.5                    |
| 1100 - 1200        | 2.7                    | 2.0                    |
| 1500 - 1600        | 2.2                    | 2.5                    |
| 1900 - 2000        | 2.3                    | 1.8                    |

5.5 Contribution from the Normalization Factors

The necessity of normalization factors has been explained in Section 3.8. These factors were a product of flux ratios and the ratios of the degrees of beam- or target polarization. Hence, the uncertainty in a normalization factor was related to the uncertainties in the ratios:

$$\frac{\sigma_{\text{norm.}}}{\text{norm.}} = \sqrt{\left(\frac{\sigma_{R_1}}{R_1}\right)^2 + \left(\frac{\sigma_{R_2}}{R_2}\right)^2},$$  \hspace{1cm} (5.3)

where $R_1$ denotes the flux ratio and $R_2$ denotes the ratio of the degrees of polarization, both of which are uncorrelated to each other. The ratios were determined from the CH$_2$ target since the gflux files were not available. In order to assess the systematic uncertainty originating from the flux ratios using the CH$_2$ target, these ratios were also compared with the ratios obtained from the C target. The flux ratios from both targets were determined by integrating over all reconstructed events and hence, could be affected by the detector acceptance. Therefore, this method was further compared with gflux ratios using FROST-g9a data and with ratios obtained from fitting asymmetries using FROST-g9b data. The full details are given in Appendix E. Our studies showed that the uncertainty associated with the flux normalization factors obtained from CH$_2$ was less than 2%.

Circular Beam Polarization The extraction of observables by appropriately normalizing or scaling data sets can sometimes lead to substantial systematic errors if several normalization factors are involved in the analysis [87]. For data sets with a circularly-polarized photon beam, this was not a concern since only one normalization factor was required, i.e. the normalization factor between data with different target settings. Hence, these data sets did not suffer from a huge systematic uncertainty due to normalization. For example, the overall normalization factor to extract the target
Table 5.5: Average percentage uncertainties in $T$ and $F$ in various energy bins due to the uncertainty in the normalization factors.

| Energy Range (MeV) | $|\Delta T/T|$ (%) | $|\Delta F/F|$ (%) |
|-------------------|---------------------|---------------------|
| 1400 - 1500       | 1.3                 | 0.8                 |
| 1500 - 1600       | 1.3                 | 0.9                 |
| 1700 - 1800       | 1.3                 | 0.2                 |
| 2000 - 2100       | 0.5                 | 0.9                 |
| 2200 - 2300       | 1.7                 | 1.0                 |

Asymmetry $T$ in the $\omega$ reaction was $\Phi_R = \Phi^+ / \Phi^-$ which had an uncertainty of 2% at the most. In order to estimate the systematic uncertainty in $T$ due to the normalization factor, the factor was changed by 2% and the observable was re-determined. We then estimated the percentage difference between the modified $T$ and the original $T$ and found it to be 1.7% at the most (see Table 5.5).

The table also shows the percentage difference observed in the observable $F$ when the normalization factor was varied by its systematic uncertainty. For this observable, the normalization factor was $(\Phi^+ \Lambda^+) / (\Phi^- \Lambda^-)$. The uncertainty in this factor was 3.5% from error propagation (Equation 5.3) since both the flux ratio and the target polarization had an uncertainty of 2%. This finally led to a systematic uncertainty of less than 1% in $F$.

**Linear Beam Polarization** In the FROST-g9b data set with a linearly-polarized beam, three normalization factors were required. We tried to avoid some of the scaling by fitting the normalization but this procedure did not work well for the two-pion reaction since the fit function for an asymmetry between unscaled data sets had too many fit parameters ($I^s_i, I^c_i, P_{x}, P_{y}, P_{x}^s, P_{y}^s, P_{x}^c, P_{y}^c$), which gave the fit too much freedom. We encountered similar problems for the $\omega$ reaction when fitting the asymmetries between unscaled data sets. A combination of too many fit parameters and insufficient statistics led to inconclusive results.

Given three normalization factors, our estimates for the systematic uncertainties in the polarization observables for this (linear) data set were higher (compared to the circularly-polarized data set) but they were not substantial. For example, consider the beam-polarization observables, $I^s$.
Table 5.6: Average percentage uncertainties in $I^s$ and $I^c$ in various energy bins due to the uncertainty in the normalization factors.

| Energy Range (MeV) | $|\Delta I^s/I^s|\%$ | $|\Delta I^c/I^c|\%$ |
|--------------------|----------------------|----------------------|
| 1100 - 1200        | 3.2                  | 1.2                  |
| 1500 - 1600        | 2.3                  | 2.07                 |
| 1900 - 2000        | 5.12                 | 3.8                  |

and $I^c$. Three normalization factors were required (see Section 4.4.4):

$$N_1 = \left( \frac{\Phi^+}{\Phi^\parallel} \bar{\Lambda}_R \right) \quad \text{and} \quad N_2 = \left( \frac{\Phi^\perp}{\Phi^\perp} \bar{\Lambda}_R \right)$$

(5.4)

to “unpolarize” the target in the PARA and PERP data sets, respectively, and:

$$\Phi_R = \frac{\Phi^\parallel}{\Phi^\perp}$$

(5.5)

to normalize the PARA and PERP data sets (after “unpolarizing” the target). The uncertainty in the normalization factors $N_1$ and $N_2$ was determined to be 7% (using Equation 5.3) since the uncertainty in the polarization was always less than 5% (Sections 5.2 and 5.3) and the uncertainty in the flux normalization factor was less than 2%. The uncertainty in $\Phi_R$ was 2%. Each normalization factor could be changed by $\pm \sigma$ and thus, we performed all possible permutations and re-extracted the observables; this was done at various energies. In each energy bin and for each permutation, the average percentage uncertainty in the observable was calculated over all kinematic bins using Equation 5.1. Table 5.6 shows the highest (over all permutations) average percentage uncertainty in the observable at various energy bins. Based on the values listed in the table, we quoted 5% and 4% as the maximum contribution to the overall systematic uncertainties for the polarization observables $I^s$ and $I^c$, respectively.

### 5.6 Contribution from the Accidental Photons

In Section 3.3.1 we explained how initial photons were selected. Even after following the full selection procedure, some accidental photons remained. The fraction could be estimated from a comparison in the yields between the central peak with the neighboring beam buckets in the
Table 5.7: Summary of the contribution from various sources to the systematic uncertainty in the polarization observables. The total systematic uncertainty was calculated by adding the individual contributions in quadrature. Here, “g9b-lin.” denotes the g9b experiment which utilized a linearly-polarized photon beam and “g9b-circ.” denotes the g9b experiment which utilized a circularly-polarized photon beam.

| Systematics                     | \(| \Delta \text{Obs.}/\text{Obs.}| (%)\) |
|--------------------------------|------------------------------------------|
|                                | g9b-lin.                                 |
| \(\gamma p \rightarrow p \pi^+\pi^-\) | 10\quad 4-5 (threshold \(E_\gamma\))     |
|                                | 7-9 (higher \(E_\gamma\))               |
|                                | g9b-circ.                                |
| \(\gamma p \rightarrow p \omega\)  | 4-5 (threshold \(E_\gamma\))             |
|                                | 7-9 (higher \(E_\gamma\))               |
| Beam-polarization              | 5                                          |
| Target-polarization            | 2                                          |
| Target-offset angle            | 2                                          |
| Normalization                  | 5                                          |
| Beam-charge asym.              | -                                          |
| Accidental photons             | Unknown                                   |
| \(\sigma_{\text{total}}\)     | 13 \quad 9 (threshold \(E_\gamma\))      |
|                                | 12 (higher \(E_\gamma\))                |
|                                | 7 (threshold \(E_\gamma\))              |
|                                | 11 (higher \(E_\gamma\))                |

coincidence-time distribution (for example, see figure 3.1). However, the effect of the accidental photons on the modulations, and hence on the polarization observables, could not be determined.

5.7 Contribution from the Beam-Charge Asymmetry

Section 3.7.4 discussed the beam-charge asymmetry in detail. Since they were small (< 0.003 in FROST-g9a and < 0.2 % in FROST-g9b), their effect on the observables was considered negligible.

5.8 Summary

Table 5.7 shows a summary of the contributions from various sources to the overall systematic uncertainty. The numbers represent percentage errors. Not surprisingly, the biggest contributions come from the \(Q\)-value method, especially from the background description close to the reaction thresholds. We believe that our \textit{good faith} estimates discussed in this section appear reasonable.
The listed uncertainties are comparable with the corresponding quoted systematic errors of other experiments. For the total systematic uncertainty, we first determined the absolute value of the change in observable (Δ Obs.) due to the Q-value method (discussed in details in Section 5.1). This was done for every observable in each kinematic bin. We then added this number in quadrature to the absolute uncertainties (estimated using the knowledge of the percentage uncertainties) from the other contributing factors.
CHAPTER 6

FINAL RESULTS

6.1 Results for the $\vec{\gamma}\vec{p} \rightarrow p\omega$ Reaction

The following sections present and discuss our final results for a large variety of single- and double-polarization observables in the reaction $\vec{\gamma}\vec{p} \rightarrow p\omega \rightarrow p\pi^+\pi^-\pi^0$.

6.1.1 The Beam-Asymmetry $\Sigma$

Figure 6.1 shows our FROST results (red circles) for the full energy range, $E_\gamma \in [1.1, 2.1]$ GeV, which was accessible in this experiment. The reaction threshold is at $E_\gamma \approx 1109$ MeV. The FROST data points above 1.7 GeV are first-time measurements. Also shown in the figure are two sets of published results from the GRAAL collaboration [32, 30]. The GRAAL-2006 data cover the energy range from the reaction threshold up to 1.5 GeV and were extracted from the $\omega \rightarrow \pi^+\pi^-\pi^0$ decay mode (shown as magenta open circles in the figure). The GRAAL-2015 data cover the same energy range but represent a statistics-weighted average of results obtained from the $\pi^+\pi^-\pi^0$ and the radiative $\pi^0\gamma$ decay modes. Moreover, the CBELSA/TAPS collaboration published results in 2008 for energies below $< 1.5$ GeV obtained from the $\omega \rightarrow \pi^0\gamma$ decay mode [31] (shown as gray squares in the figure).

The overall agreement of the angular distributions from all experiments ranges from good to fair with some more serious discrepancies in particular $\Theta_{c.m.}^{\omega}$ bins. For example, the CBELSA/TAPS data points tend to be slightly lower than all other results, in particular in the angle range, $\Theta_{c.m.}^{\omega} \in [80, 120]^\circ$ of the first two energy bins. The GRAAL collaboration aimed at resolving this issue with additional measurements but the results published in 2015 (blue inverted triangles) exhibited even greater inconsistencies, especially between the two GRAAL measurements themselves. The more recent results appear to be significantly smaller in magnitude in the central region around $\Theta_{c.m.}^{\omega} = 90^\circ$.

The $E_\gamma \in [1.1, 1.5]$ GeV range

In the lower-energy range below 1.5 GeV, our results can be compared with the previously published
Figure 6.1: Measurement of the beam-asymmetry $\Sigma$ associated with a linearly-polarized photon beam and an unpolarized target in the reaction $\gamma p \rightarrow p \omega$. Results are shown for the whole energy range $E_{\gamma} \in [1.1, 2.1]$ GeV. The FROST results (red circles) are compared with previously published results from the GRAAL collaboration in 2006 using the $\pi^+\pi^-\pi^0$ decay mode [30] (magenta open circles), the CBELSA/TAPS collaboration in 2008 using the radiative decay channel [31] (gray squares) and a weighted average of results from both decay modes determined by the GRAAL collaboration in 2015 [32] (blue inverted triangles). The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

The FROST results are in very good agreement with the GRAAL 2006 and in fair agreement with the GRAAL 2015 results close to the threshold. The CBELSA/TAPS data points suffer from significantly larger statistical errors but the agreement with our FROST results is fair and mostly within errors. All this provides confidence in the FROST results and also resolves the inconsistency between the two GRAAL measurements in favor of the 2006 results.
At this point, the overall disagreement with the GRAAL-2015 results remains unresolved. Although the distribution (of the blue GRAAL points) is smooth, the issue could be either an overall scaling effect (perhaps owing to an incorrectly determined degree of polarization) or a problem with the angular distribution around $\Theta_{c.m.} = 90^\circ$ (perhaps due to poorly understood detector acceptance or trigger effects).

**The $E_\gamma \in [1.5, 2.1]$ GeV range**

We present high-quality results for $\Sigma$ in the energy range 1.5 - 1.7 GeV with a total of 15 data points at various $\Theta_{c.m.}$ bins, which is about three times more than the number of data points from the only other published measurement by the CBELSA/TAPS [31] for this energy range (not shown in the Figure). The results in the energy range 1.7 - 2.1 GeV are first-time measurements. In every energy bin, we see that the beam asymmetry acquires large values, which is only possible if $s$- and/or $u$-channel contribution are involved in the production at these energies.

### 6.1.2 The Target-Asymmetry T

Figure 6.2 shows the first-time measurement of the target-asymmetry $T$ associated with a transversely-polarized target for the energy range $E_\gamma \in [1.2, 2.1]$ GeV from the FROST-g9b data set that utilized a linearly-polarized photon beam and for the energy range $E_\gamma \in [1.2, 2.8]$ GeV from the FROST-g9b data set that utilized a circularly-polarized photon beam. The data are given in 100 MeV wide energy bins. The available statistics were sufficient for 10 data points in $\cos \Theta_{c.m.}$. The two experimental results are in good agreement at all energies, thereby providing a reliability check of the new results.

### 6.1.3 The Double-Polarization Observable F

Figure 6.3 shows the first-time measurement of the double-polarization observable $F$ associated with a transversely-polarized target and a circularly-polarized beam for the whole available energy range $E_\gamma \in [1.2, 2.8]$ GeV. The data are given in 100 MeV wide energy bins. The available statistics were sufficient for 10 data points in $\cos \Theta_{c.m.}$.

### 6.1.4 The Double-Polarization Observable H

Figure 6.4 shows the first-time measurement of the double-polarization observable $H$ associated with a transversely-polarized target and a linearly-polarized beam for the whole available energy...
range \( E_\gamma \in [1.1, 2.1] \) GeV. The data are given in 100 MeV wide energy bins. The available statistics were sufficient for five data points in \( \cos \Theta_{\text{c.m.}}^\omega \).

### 6.1.5 The Double-Polarization Observable \( P \)

Figure 6.5 shows the first-time measurement of the recoil-polarization observable \( P \) associated with a transversely-polarized target and a linearly-polarized beam for the whole available energy range \( E_\gamma \in [1.1, 2.1] \) GeV. The data are given in 100 MeV wide energy bins. The available statistics were sufficient for five data points in \( \cos \Theta_{\text{c.m.}}^\omega \).

![Figure 6.5](image_url)

Figure 6.2: First-time measurement of the target-asymmetry \( T \) for the reaction \( \gamma p \rightarrow p \omega \). Results are shown for the energy range \( E_\gamma \in [1.2, 2.1] \) GeV from the data that utilized a linearly-polarized photon beam (blue squares) and for the energy range \( E_\gamma \in [1.2, 2.8] \) GeV from the data that utilized a circularly-polarized photon beam (red circles). The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of \( \text{UP} \) was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the observables shown in red circles.
Figure 6.3: First-time measurement of the double-polarization observable $F$ in the reaction $\gamma p \rightarrow p \omega$ utilizing a circularly-polarized photon beam and a transversely-polarized target. Results are shown for the whole photon energy range $E_\gamma \in [1.2, 2.8] \text{ GeV}$. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

6.2 Results for the $\bar{\gamma}p \rightarrow p \pi^+ \pi^-$ Reaction

In the following sections, final results from this analysis for a large variety of single- and double-polarization observables in the reaction $\bar{\gamma}p \rightarrow p \pi^+ \pi^-$ will be discussed.

6.2.1 The Beam-Asymmetries $I^s$ and $I^c$

Figures 6.6-6.19 show our results on $I^s$ and Figures 6.20-6.33 show our results on $I^c$, all based on weighted averages over topologies 1, 2 and 4. Each figure shows results for a 100 MeV wide photon energy bin, with the full set of figures covering the entire energy range of 0.7 GeV to 2.1 GeV.
Figure 6.4: First-time measurement of the double-polarization observable $H$ in the reaction $\gamma p \rightarrow p \omega$ utilizing a linearly-polarized photon beam and a transversely-polarized target. Results are shown for the whole photon energy range $E_\gamma \in [1.1, 2.1]$ GeV. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

spanned by the FROST experiment. In each energy bin, the observable is plotted for 10 $\cos \theta_{\pi^+}$ bins and 10 $\phi_{\pi^+}$ bins, however the data are not binned in $\cos \Theta_{c.m.}$ and the mass variable due to limited statistics. As a reminder, note that this is one of the many ways available for presenting the final observables. We chose $\phi_{\pi^+}$ as the x-axis since it allowed us to check whether the parity of the observable with respect to this variable is consistent with theoretical predictions. Based on parity conservation, $I^s (I^c)$ is predicted to have odd (even) parity with respect to $\phi_{\pi^+}$. The figures show that the third-order Fourier sine (cosine) fits to $I^s (I^c)$ describe the data well, thus confirming that our results are consistent with theory. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP
Figure 6.5: First-time measurement of the recoil-polarization observable $P$ in the reaction $\gamma p \rightarrow p \omega$ utilizing a linearly-polarized photon beam and a transversely-polarized target. Results are shown for the whole photon energy range $E_\gamma \in [1.1, 2.1]$ GeV. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of $U_P$ was set to 1.0. The gray band at the bottom of each panel shows the total systematic uncertainty associated with the FROST observables.

No published results are currently available for these beam asymmetries. However, CLAS collaboration-approved results from the g8 experiment at Jefferson Lab are in preparation for publication. Our results are compared with results from g8, which are also shown as weighted averages over topologies 1, 2 and 4, in the photon energy range $E_\gamma \in [1.1, 2.1]$ GeV. The two experimental results are observed to be in very good agreement, barring a few kinematic regions where the discrepancy can be attributed to the method of averaging over the three topologies. In those regions, the g8 observable is averaged over all three topologies whereas in case of FROST, some
topologies did not have enough statistics to measure the observable, resulting in averaging over less than three topologies. It should be noted here that the g8 experiment had a much simpler target, a liquid hydrogen target, than the FROST-g9b experiment. Therefore, the overall agreement between the two experiments provides support for our analysis, in particular the background subtraction technique.

6.2.2 The Target-Asymmetries $P_x$ and $P_y$

Figures 6.34-6.47 show first-time measurement of $P_x$ and Figures 6.48-6.61 show first-time measurement of $P_y$, all based on weighted averages over topologies 1, 2 and 4. Similar to the beam-asymmetries, each figure shows results for a 100 MeV wide photon energy bin, with the full set of figures covering the entire energy range of 0.7 GeV to 2.1 GeV spanned by the FROST experiment. In each energy bin, the observable is plotted for 10 $\cos \theta_{\pi^+}$ bins and 10 $\phi_{\pi^+}$ bins, while the data are integrated over $\cos \Theta_{\text{c.m.}}$ and the mass variable due to limited statistics. Again, note that this is one of the many ways available for presenting the final observables. Based on parity conservation, $P_x$ ($P_y$) is predicted to have odd (even) parity with respect to $\phi_{\pi^+}$. The figures show that the second-order Fourier sine (cosine) fits to $P_x$ ($P_y$) describe the data well within errors, thus confirming that our results are consistent with theory. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The target-asymmetries are observed to be fairly smaller than the beam-asymmetries. However, a significant variation in the shape of these observables is observed as we go from one energy bin to the next, and even from one $\cos \theta_{\pi^+}$ bin to the next within the same energy bin.

6.2.3 The Double-Polarization Observables $P^{s,c}_{x,y}$

Figures 6.62-6.69 show results for all four observables, all of which are first-time measurements. These results are based on weighted averages over topologies 1, 2 and 4. Due to limited statistics, the data are plotted for only 2 $\cos \theta_{\pi^+}$ bins, covering a range of $[-1, 0]$ and $[0, 1]$, respectively. Each figure shows results for a $\cos \theta_{\pi^+}$ bin, which is specified in the figure caption. The figure is further divided into 14 sub-figures which correspond to 100 MeV wide photon energy bins, with the full set of sub-figures covering the entire energy range of 0.7 GeV to 2.1 GeV spanned by the FROST experiment. Within each sub-figure, the results are plotted for 10 $\phi_{\pi^+}$ bins. The data are
integrated over the remaining two kinematic variables for this reaction. Again, note that this is one of the many ways available for presenting the final observables. Based on parity conservation, $P_x^s$ and $P_y^c$ are predicted to have even parity with respect to $\phi_{\pi^+}$, while $P_y^s$ and $P_x^c$ are predicted to have odd parity with respect to $\phi_{\pi^+}$. The figures show that the parity of our results are consistent with theory. The error bars shown for the FROST results correspond to the errors returned by MIGRAD. These were obtained at one-standard deviation. The value of UP was set to 1.0. The double-polarization observables are observed to be small in magnitude (about 0.3 or less) at all energies, with an overall tendency to become even smaller as we go to higher energies.
Figure 6.6: A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [0.7, 0.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.

Figure 6.7: A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.
Figure 6.8: A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [0.9, 1.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.

Figure 6.9: A 3-D plot showing first-time measurement of the observable $I^s$ in the energy bin $E_\gamma \in [1.0, 1.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the $I^s$ results. See text for further discussion.
Figure 6.10: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.1, 1.2]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

Figure 6.11: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.2, 1.3]$ GeV. The error bars show the statistical uncertainties of the observables. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.
Figure 6.12: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.3, 1.4] \text{ GeV}$. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

Figure 6.13: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.4, 1.5] \text{ GeV}$. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.
Figure 6.14: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.5, 1.6]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

Figure 6.15: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.6, 1.7]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.
Figure 6.16: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.7, 1.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

Figure 6.17: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.8, 1.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.
Figure 6.18: A 3-D plot of the observable $I^s$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.9, 2.0] \text{ GeV}$. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the Clas-g8 results. See text for further discussion.

Figure 6.19: A 3-D plot of the observable $I^s$ from FROST (shown in red) and clas-g8 (shown in blue) in the energy bin $E_\gamma \in [2.0, 2.1] \text{ GeV}$. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier sine fits to the clas-g8 results. See text for further discussion.
Figure 6.20: A 3-D plot showing first-time measurement of the observable $I^c$ in the energy bin $E_\gamma \in [0.7, 0.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the $I^c$ results. See text for further discussion.

Figure 6.21: A 3-D plot showing first-time measurement of the observable $I^c$ in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the $I^c$ results. See text for further discussion.
Figure 6.22: A 3-D plot showing first-time measurement of the observable $I^c$ in the energy bin $E_{\gamma} \in [0.9, 1.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the $I^c$ results. See text for further discussion.

Figure 6.23: A 3-D plot showing first-time measurement of the observable $I^c$ in the energy bin $E_{\gamma} \in [1.0, 1.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the $I^c$ results. See text for further discussion.
Figure 6.24: A 3-D plot of the observable \( I^c \) from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin \( E_\gamma \in [1.1, 1.2] \) GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.

Figure 6.25: A 3-D plot of the observable \( I^c \) from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin \( E_\gamma \in [1.2, 1.3] \) GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.
Figure 6.26: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.

Figure 6.27: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.4, 1.5]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.
Figure 6.28: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.5, 1.6]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.

Figure 6.29: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.6, 1.7]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.
Figure 6.30: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.7, 1.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.

Figure 6.31: A 3-D plot of observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_\gamma \in [1.8, 1.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.
Figure 6.32: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_{\gamma} \in [1.9, 2.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.

Figure 6.33: A 3-D plot of the observable $I^c$ from FROST (shown in red) and Clas-g8 (shown in blue) in the energy bin $E_{\gamma} \in [2.0, 2.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are third-order Fourier cosine fits to the Clas-g8 results. See text for further discussion.
Figure 6.34: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [0.7, 0.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.35: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.36: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [0.9, 1.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.37: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.0, 1.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.38: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_{\gamma} \in [1.1, 1.2]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.39: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_{\gamma} \in [1.2, 1.3]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.40: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.41: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.4, 1.5]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.42: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.5, 1.6] \text{ GeV}$. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.43: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.6, 1.7] \text{ GeV}$. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.44: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.7, 1.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.45: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.8, 1.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.46: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [1.9, 2.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.

Figure 6.47: A 3-D plot showing first-time measurement of the observable $P_x$ in the energy bin $E_\gamma \in [2.0, 2.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier sine fits to the $P_x$ results. See text for further discussion.
Figure 6.48: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [0.7, 0.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.49: A 3-D plot showing first-time measurement of observable $P_y$ in the energy bin $E_\gamma \in [0.8, 0.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.50: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [0.9, 1.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.51: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.0, 1.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.52: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.1, 1.2]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.53: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.2, 1.3]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.54: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.3, 1.4]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.55: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.4, 1.5]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.56: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.5, 1.6]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.57: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.6, 1.7]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.58: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.7, 1.8]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.59: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [1.8, 1.9]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.60: A 3-D plot showing first-time measurement of observable $P_y$ in the energy bin $E_\gamma \in [1.9, 2.0]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.

Figure 6.61: A 3-D plot showing first-time measurement of the observable $P_y$ in the energy bin $E_\gamma \in [2.0, 2.1]$ GeV. The error bars show the statistical uncertainties of the observables. The solid curves are second-order Fourier cosine fits to the $P_y$ results. See text for further discussion.
Figure 6.62: A quasi-3D plot showing first-time measurement of $P^s_x$ along with third-order Fourier cosine fits. Results are shown for $-1.0 < \cos \theta_{\pi^+} < 0.0$. The error bars shown are statistical only.

Figure 6.63: A quasi-3D plot showing first-time measurement of $P^s_x$ along with third-order Fourier cosine fits. Results are shown for $0.0 < \cos \theta_{\pi^+} < 1.0$. The error bars shown are statistical only.
Figure 6.64: A quasi-3D plot showing first-time measurement of $P^c_x$ along with third-order Fourier sine fits. Results are shown for $-1.0 < \cos \theta_{\pi^+} < 0.0$. The error bars shown are statistical only.

Figure 6.65: A quasi-3D plot showing first-time measurement of $P^c_x$ along with third-order Fourier sine fits. Results are shown for $0.0 < \cos \theta_{\pi^+} < 1.0$. The error bars shown are statistical only.
Figure 6.66: A quasi-3D plot showing first-time measurement of $P_y^s$ along with third-order Fourier sine fits. Results are shown for $-1.0 < \cos \theta_{\pi^+} < 0.0$. The error bars shown are statistical only.

Figure 6.67: A quasi-3D plot showing first-time measurement of $P_y^s$ along with third-order Fourier sine fits. Results are shown for $0.0 < \cos \theta_{\pi^+} < 1.0$. The error bars shown are statistical only.
Figure 6.68: A quasi-3D plot showing first-time measurement of $P_y^c$ along with third-order Fourier cosine fits. Results are shown for $-1.0 < \cos \theta_{\pi^+} < 0.0$. The error bars shown are statistical only.

Figure 6.69: A quasi-3D plot showing first-time measurement of $P_y^c$ along with third-order Fourier cosine fits. Results are shown for $0.0 < \cos \theta_{\pi^+} < 1.0$. The error bars shown are statistical only.
CHAPTER 7

SUMMARY AND OUTLOOK

One of the most challenging problems for the nuclear physics community at present is understanding how quark-gluon interactions give rise to protons and neutrons, the building blocks of matter. In this non-perturbative energy regime, confinement — the phenomenon which keeps quarks confined within nucleons — is observed, however its origin is not well understood. Since Quantum Chromodynamics, the theory of the strong force, cannot be analytically solved in this energy regime, physicists resort to other smart tools, such as baryon spectroscopy, to answer these questions. Similar to the way atomic spectroscopy plays a crucial role in understanding electromagnetic interactions in an atom, baryon spectroscopy illuminates QCD interactions in a baryon, which is a nucleon constituting three valence quarks. By studying the overall features of the baryon spectrum, one can get an insight into the underlying effective degrees of freedom in baryons and their evolution with the energy of the system. However, unlike atomic spectroscopy, baryon spectroscopy is very complicated due to the broad and overlapping nature of the baryon resonances, and the situation is exacerbated by the presence of a very complex background in the studied reactions. Therefore, it is absolutely crucial to perform polarized experiments and extract certain observables called ‘polarization observables’ in addition to the differential cross sections in order to disentangle the resonances.

Currently, the baryon spectrum is not well understood, particularly above $\sim 1.7 \text{ GeV/c}^2$ where many excited states have been predicted by various phenomenological models as well as lattice-QCD calculations but they have not been experimentally observed. A possible explanation for these missing resonances is that they perhaps do not couple strongly to the probes which have been predominantly used to perform spectroscopy, namely the pion beams. Furthermore, most of the reactions which were studied in the past involved only a single (light) pseudoscalar meson in the final state, such as $N \pi$. It has been predicted that the high mass resonances couple strongly to photon beams instead of pion beams and preferably decay into heavier mesons, such as the vector mesons $\omega$ and $\rho$, or decay sequentially into multi-pion final states via intermediate resonances. As
a matter of fact, the two-pion photoproduction reaction is the dominant contributor to the total photo-absorption cross section at high energies where the problem of missing resonances needs to be examined. In addition to revealing many missing resonances, the study of vector meson and two-pion photoproduction reactions can also help in further investigating poorly understood properties of various known resonances. However, the database of polarization observables for these reactions has remained rather sparse to date. These factors motivated the extraction of polarization observables for $\omega$ and $\pi^+\pi^-$ photoproduction reactions in this work. The $\pi^+\pi^-$ reaction offers an additional advantage: the resonances which decay to the (broad) $\rho$ vector meson along with a proton can be extracted indirectly from this reaction in a partial-wave analysis. The polarization observables were extracted using data from the FROST experiment, a vigorous program conducted at Jefferson Lab between 2007 and 2010 to perform polarized measurements with all possible beam and target polarizations covering energies up to about 2.3 GeV in center-of-mass.

In this analysis, five (\(\Sigma\), \(T\), \(H\), \(P\), \(F\)) out of the seven polarization observables associated with beam and/or target polarizations have been extracted for the $\vec{\gamma}\vec{p} \rightarrow p\omega$ reaction, where the $\omega$ meson was reconstructed from the $\pi^+\pi^-\pi^0$ decay mode. The observables $\Sigma$ (the beam asymmetry), $H$ and $P$ (double-polarization observables) have been measured from the reaction threshold to $W = 2.2$ GeV, while $T$ (the target asymmetry) and $F$ (a double-polarization observable) have been measured in the energy range $W \in [1.77, 2.48]$ GeV. All measurements, except for $\Sigma$ below $W = 2.0$ GeV, are first-time measurements. Furthermore, eight out of 13 polarization observables accessible from the FROST experiment for the reaction $\vec{\gamma}\vec{p} \rightarrow p\pi^+\pi^-$ have been extracted in this analysis, covering the energy range $W \in [1.5, 2.2]$ GeV. They are $I^{s,c}$ (beam-polarization observables), $P_{x,y}^{s,c}$ (target-polarization observables) and $P_{x,y}^{s,c}$ (double-polarization observables). All of them are first-time measurements.

Thus, this dissertation represents a comprehensive analysis of vector meson photoproduction decaying to multi-pion final states, which are the $\omega$ and $\rho$ mesons, as well as the $\pi^+\pi^-$ photoproduction reaction. The results presented here, all of which (except for $\Sigma$ at low energies) are first-time measurements, will significantly expand the world database of polarization observables for the $\omega$ and $\pi^+\pi^-$ photoproduction reactions. The inclusion of these observables in partial-wave analyses and other model-based fits is expected to introduce tighter constraints and thus greatly aid in the identification of the resonant contributions to these reactions with minimal ambiguities.
This is evident from a comparison between the findings from the CLAS-2009 and the BnGa-2016 partial-wave analyses for the $\omega$ photoproduction reaction. The BnGa-2016 coupled-channel analysis included the results on the polarization observables $\Sigma$, $E$, $G$ and the polarized SDMEs published in 2015 to their database [38]. This significantly improved their sensitivity to the resonant contributions, leading to the identification of notable contributions from many more resonances than those observed by the CLAS-2009 partial-wave analysis which fitted only the unpolarized CLAS measurements, namely the differential cross sections and the unpolarized SDMEs. The BnGa-2016 fits to the new polarized measurements provided further evidence for eight resonances including four poorly known resonances with (**) rating in their partial-wave fits. Their analysis also provided suggestive evidence for at least one new state at about 2.2 GeV. Clearly, even the knowledge of a few, out of many, polarization observables for the $\omega$ photoproduction led to a significant improvement in our understanding of the reaction mechanism. Therefore, the inclusion of many more high-quality single- as well as double-polarization observables from this analysis to their database is certainly expected to shed more light on the contribution of these states and also reveal more resonances. Our results have been recently approved by the CLAS collaboration and we are working closely with the BnGa group for obtaining partial-wave fits to the new data using a coupled-channel approach. Many publications are being planned for the near future.

Several other analyses on polarization observables using the FROST data are nearing completion. While the results from the FROST experiment will deeply enhance our knowledge about the $N^*$ and $\Delta$ members of the light baryon multiplets, complementary information from other experiments on the strange members will be required to complete the study of the light baryon spectrum. The available data on these resonances are rather limited. In this direction, the recent 12 GeV upgrade at Jefferson Lab offers a unique opportunity to search for doubly-strange baryon resonances. This is a part of the flagship program of the GlueX experiment. Even larger production rates are expected at PANDA in Germany and the collaboration plans to perform a dedicated search with an accompanying partial-wave analysis. However, the data-taking is not expected to begin until 2022. The information gathered by these collaborations on the strange members put together with the information obtained from the FROST experiment on the non-strange members will immensely contribute to our understanding of the flavor structure of the excited baryons.
APPENDIX A

THE DILUTION REFRIGERATOR

The cooling process for the FROST target apparatus was a multi-step process. The temperature in
the 4 K pot was about 4.2 K. In the 1 K pot, the temperature was about 1.5 K. In the distillation
chamber, the temperature went down to about 0.8 K. To bring it further down, a $^3$He-$^4$He horizontal
dilution refrigerator was used. A schematic diagram of the refrigerator is shown in Figure A.1. It
utilized a process called evaporative cooling which can be summarized as follows. The mixing
chamber of the refrigerator contained a mixture of $^3$He-$^4$He. This mixture separated into two
phases below 0.8 K: a ‘concentrated phase’ which was $^3$He rich, and a ‘dilute phase’ which was $^4$He
rich or $^3$He poor. The modus operandi was that since the specific heat of the dilute phase was
higher (106 J/(mol K)) than the concentrated phase (22 J/(mol K)), therefore $^3$He moving from
the concentrated to the dilute phase would absorb energy from its surroundings. To facilitate such
a flow, $^3$He atoms were removed from the dilute phase, creating an imbalance. As the $^3$He atoms
from the concentrated phase moved to the dilute phase in order to re-establish equilibrium, they
absorbed heat from the FROST target, which was placed right next to the mixing chamber.
Figure A.1: A schematic of the horizontal dilution refrigerator. Also shown in the picture are the locations of the target beads and the holding coil. Image source: [56].
APPENDIX B

DETERMINATION OF AZIMUTHAL AND POLAR ANGLE CORRECTIONS

The holding field surrounding the butanol target was 0.5 T in strength and considerably weaker than the polarizing field of 5 T. Nevertheless, it was observed that the holding field exerted a magnetic force on charged particles leaving the target which was not accounted for in the cooking. This effect led to small deviations in the reconstruction from the true trajectory. The issue was discussed in Section 3.6.4. We utilized 4C kinematic fitting (no missing particle) to determine the angle corrections. Thus, events from Topology 4 were used for this purpose. Our aim was to develop $\beta_z$-dependent angle corrections to simplify this multi-dimensional problem. We acknowledge that this approach cannot be the full solution but represents the best we could do in this analysis. A description of the procedure is given in this appendix.

We applied ELoss and momentum corrections to the four-vectors of all final-state particles and extracted the azimuthal angles, $\phi_{\text{exp}}$, from the particles’ three-momenta. The events were

![Graph](image)

**Figure B.1:** Examples of $(\phi_{\text{fit}} - \phi_{\text{exp}})$ versus $\phi_{\text{exp}}$ distributions for the $\pi^+$ from FROST-g9b data. Left: A positive holding field. Right: A negative holding field. Note the flip in sign of the modulation when the direction of the holding field is reversed. The two distributions were obtained from events with $\beta_z \in [0.6, 0.7]$. 
then kinematically fitted in order to extract the expected azimuthal angles, $\phi_{\text{fit}}$. To develop $\beta_z$-dependent angle corrections, the data were divided into various $\beta_z$ bins and a $(\phi_{\text{fit}} - \phi_{\text{exp.}})$ versus $\phi_{\text{exp.}}$ histogram was prepared for each of these bins. The distributions were fitted with a function of the form:

$$\phi_{\text{fit}} - \phi_{\text{exp.}} = p_0 \sin \left( \frac{\pi}{180} (\phi_{\text{exp.}} - p_1) \right) + p_2,$$

where the angles and fit parameters, $p_i$, were in degrees. Figure B.1 shows examples of $(\phi_{\text{fit}} - \phi_{\text{exp.}})$ versus $\phi_{\text{exp.}}$ distributions in a $\beta_z \in [0.6, 0.7]$ bin. We see that the modulation changed its phase by 180° when the direction of the holding field was reversed. This was a clear indication that the observed modulations could be traced back to the holding field. Overall, the azimuthal angle is shifted by less than a degree and can be considered fairly small for an individual track. To find the functional dependence of the fit parameters $p_0$, $p_1$, and $p_2$ on $\beta_z$, they were plotted versus $\beta_z$ (an example is shown in Figure B.2) and fitted with polynomial functions:

$$p_0^{\text{particle}} = a_0 + a_1 \beta_z^{\text{particle}} + a_2 (\beta_z^{\text{particle}})^2$$
$$p_1^{\text{particle}} = b_0 + b_1 \beta_z^{\text{particle}} + b_2 (\beta_z^{\text{particle}})^2$$
$$p_2^{\text{particle}} = c_0 + c_1 \beta_z^{\text{particle}} + c_2 (\beta_z^{\text{particle}})^2$$

The values of the fit parameters $a_0$, $a_1$, $a_2$, etc. are given in Table B.1. We then finalized the correction functions for the azimuthal angles by combining the above information:

$$\phi_{\text{corrected}} = \phi_{\text{uncorrected}} + p_0 \sin \left( \frac{\pi}{180} (\phi_{\text{uncorrected}} - p_1) \right) + p_2,$$
The fit parameters $p_0$, $p_1$ and $p_2$ have different values depending on the particle type, $\beta_z$ of the particle and the sign of the holding field, which is evident from Equation B.2 and Table B.1.

To demonstrate the effectiveness of our efforts, Figure B.3 shows the $(\phi_{\text{fit}} - \phi_{\text{exp}})$ versus $\phi_{\text{exp}}$ histograms from Figure B.1 after applying our corrections. The figure clearly shows that the modulations disappeared.

Table B.1: Values of the polynomial fit parameters that describe the behaviour of $p_0$, $p_1$ and $p_2$ as a function of $\beta_z$ (see Equation B.2). The function form of $p_0$, $p_1$ and $p_2$ could be used in Equation B.3 to obtain the $\beta_z$-dependent azimuthal angle corrections for FROST-g9b.

<table>
<thead>
<tr>
<th>Field Sign</th>
<th>Particle</th>
<th>Parameters for $p_0$</th>
<th>Parameters for $p_1$</th>
<th>Parameters for $p_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$a_0$ (°)</td>
<td>$a_1$ (°)</td>
<td>$a_2$ (°)</td>
</tr>
<tr>
<td>+</td>
<td>proton</td>
<td>0.34</td>
<td>-4.56</td>
<td>4.40</td>
</tr>
<tr>
<td></td>
<td>$\pi^+$</td>
<td>-0.33</td>
<td>-0.05</td>
<td>-0.69</td>
</tr>
<tr>
<td></td>
<td>$\pi^-$</td>
<td>-0.59</td>
<td>-0.70</td>
<td>-0.11</td>
</tr>
<tr>
<td>-</td>
<td>proton</td>
<td>-0.21</td>
<td>4.1</td>
<td>-4.0</td>
</tr>
<tr>
<td></td>
<td>$\pi^+$</td>
<td>0.28</td>
<td>0.24</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>$\pi^-$</td>
<td>0.53</td>
<td>-0.73</td>
<td>0.21</td>
</tr>
</tbody>
</table>
The same procedure was employed to determine correction functions for the lab polar angles, $\theta_{\text{lab}}$. The data were again separated into various $\beta_z$ bins as explained above. Figure B.4 (top row) shows examples of $(\theta_{\text{fit}} - \theta_{\text{exp}})$ versus $\phi_{\text{exp}}$. distributions. The observed modulations are smaller but still significant. The histograms were fitted with a sine function (given by Equation B.4 below) and the extracted fit parameters were then plotted versus $\beta_z$:

$$\theta_{\text{fit}} - \theta_{\text{exp}} = P_0 \sin \left( \frac{\pi}{180} (\phi_{\text{exp}} - P_1) \right) + P_2,$$

(B.4)

Figure B.4: Examples of $(\theta_{\text{fit}} - \theta_{\text{exp}})$ versus $\phi_{\text{exp}}$. distributions for the $\pi^+$ from FROST-g9b data before (top row) and after (bottom row) applying our polar-angle corrections. The plots shown are for $\beta_z \in [0.6, 0.7]$ and were obtained from a data set with a positive (negative) holding field, respectively. The developed polar-angle corrections effectively removed the observed modulations.
Similar to the procedure for the azimuthal angles, these distributions were fitted with polynomial functions to find the $\beta_z$-dependence of the parameters:

\[
P_0^{\text{particle}} = A_0 + A_1 \beta_z^{\text{particle}} + A_2 (\beta_z^{\text{particle}})^2
\]

\[
P_1^{\text{particle}} = B_0 + B_1 \beta_z^{\text{particle}} + B_2 (\beta_z^{\text{particle}})^2
\]

\[
P_2^{\text{particle}} = C_0 + C_1 \beta_z^{\text{particle}} + C_2 (\beta_z^{\text{particle}})^2
\]

(B.5)

The values of the polynomial fit parameters $A_0$, $A_1$, $A_2$ etc. are given in Table B.2. We finally obtained the correction functions for the polar angles by using Equation(s) B.5 along with the values from Table B.2:

\[
\theta_{\text{corrected}} = \theta_{\text{uncorrected}} + P_0 \sin \left( \frac{\pi}{180} (\phi_{\text{exp}} - P_1) \right) + P_2.
\]

(B.6)

Figure B.4 (bottom row) shows that the polar-angle corrections were successful in removing the previously-observed modulations in $(\theta_{\text{fit}} - \theta_{\text{exp.}})$ versus $\phi_{\text{exp.}}$ distributions shown in the top row. Last not least, it is worth mentioning that we used the same corrections for the linearly- as well as circularly-polarized g9b data.

Table B.2: Values of the polynomial fit parameters that describe the behaviour of $P_0$, $P_1$ and $P_2$ as a function of $\beta_z$ (see Equation B.5). The function form of $P_0$, $P_1$ and $P_2$ could be used in Equation B.6 to obtain the $\beta_z$-dependent polar-angle corrections for FROST-g9b.
APPENDIX C

DEFINITION OF THE ANGLES $\alpha$ AND $\beta$

The angle $\beta$ denoted the angle of inclination of the polarization of a linearly-polarized beam relative to the $x$-axis in the center-of-mass production plane. It would be defined as positive if the $x$-axis was rotated counter-clockwise from the beam polarization. The definition of the $x$, $y$, $z$ coordinate system:

- The $z$-axis was chosen to be along the direction of the incoming photon beam.
- The $y$-axis was defined as:
  \[
  \hat{y} = \frac{\hat{p}_{\text{recoil}} \times \hat{z}}{|\hat{p}_{\text{recoil}} \times \hat{z}|},
  \]
  \hspace{1cm} (C.1)
  where $\hat{p}_{\text{recoil}}$ was a unit vector along the momentum of the chosen recoil particle.

Figure C.1 illustrates $\beta$ and its relation with the lab azimuthal angle of the recoil particle.

Figure C.1: A schematic diagram for $\beta$, which was defined as the angle between the linear-beam polarization and the $x$-axis in the center-of-mass plane. The diagram also shows the relation between $\beta$ and the azimuthal angle of the recoil particle in the laboratory frame, $\phi_{\text{recoil (lab)}}$. 
The angle $\alpha$ was defined as the angle between the transverse polarization of the target and the $x$-axis in the center-of-mass production plane, such that it would be positive if the $x$-axis was rotated clockwise from the target polarization. In FROST, the transverse target polarization (when positively polarized) was inclined at an angle $\phi_0 = 116.1^\circ$ with respect to the laboratory floor. Figure C.2 shows a schematic diagram to illustrate the definition of $\alpha$. 

$\alpha = 180^\circ - \Phi_{\text{lab}}^{\text{recoil}} + \Phi_0$

$\Phi_0 = -63.9^\circ, 116.1^\circ$

Figure C.2: A schematic diagram to depict $\alpha$, which was defined as the angle between the transverse target polarization and the $x$-axis in the center-of-mass plane. The figure also shows the relation between $\alpha$, the target offset, $\phi_0$, and the azimuthal angle of the recoil particle in the laboratory frame, $\Phi_{\text{lab}}^{\text{recoil}}$. Courtesy of Aneta Netz (University of South Carolina).
APPENDIX D

COMPARISON OF T FROM DIFFERENT PERIOD COMBINATIONS

The FROST-g9b circular data sets were divided into five periods, as shown in Table 3.4. Out of these, Periods 2 and 4 had a negatively-polarized target and the remaining periods had a positively-polarized target. The possible ways to combine the periods to form asymmetries and extract the target-polarization observable $T$ for the $\omega$ reaction were:

Per1-2, Per3-2, Per5-2, Per1-4, Per3-4 and Per5-4.

The $T$ observable was extracted using each of the above combinations and the results were compared with each other. It was observed that only three out of the six combinations gave consistent results. These were:

Per1-2, Per3-2 and Per5-4.

Upon studying these results, we noticed that Periods 1, 2 and 3 had the same holding field sign (‘+’ sign). As a matter of fact, Periods 1 and 3 had the same overall run conditions. Periods 4 and 5 also had the same holding field sign (‘−’ sign). This suggested that the good period combinations were the ones that had the same holding field sign, possibly because any effect of the holding field on the acceptance was canceled out in the asymmetry measurement. Figure D.1 (left) shows a comparison between $T$ extracted from Per1-2 (red circles), Per3-2 (magenta triangles) and Per5-4 (gray squares) in various energy bins. The observables were in good agreement. On the other hand, we see in Figure D.1 (right) that the observables extracted from Per1-4 (blue circles), Per3-4 (blue triangles) and Per5-2 (brown squares) are consistently shifted above or below the average of the results from Per1-2, Per3-2 and Per5-4 (red circles). This was observed at all energies, some of which are shown here as examples. Other analyses that used the same data to study other channels [88, 89] confirmed that the best combination of periods to extract the observables were the combinations Per1-2, Per3-2 and Per5-4, indeed. Since Periods 1 and 3 had the same run conditions, they were combined in our analysis and referred to as Per13.
Figure D.1: (Left) A comparison between $T$ extracted from Per1-2 (red circles), Per3-2 (magenta triangles) and Per5-4 (gray squares) in the energy bins $E \in [1.3, 1.4]$ GeV (top), $[1.4, 1.5]$ GeV (middle) and $[1.5, 1.6]$ GeV (bottom). The observables are in a good agreement within errors in all energy bins. (Right) A comparison between $T$ extracted from Per1-4 (blue circles), Per3-4 (blue triangles), Per5-2 (brown squares) and the uncertainty-weighted average of the results from Per1-2, Per3-2 and Per5-4 (red circles) in the energy bins $E \in [1.3, 1.4]$ GeV (top), $[1.4, 1.5]$ GeV (middle) and $[1.5, 1.6]$ GeV (bottom). The results from Per1-4, Per3-4 and Per5-2 are consistently shifted either above or below the averaged results from Per1-2, Per3-2 and Per5-4 in all energy bins.
APPENDIX E

SYSTEMATIC UNCERTAINTY IN FROST-G9B FLUX NORMALIZATION

The normalization factors were determined from the CH$_2$ target since the gflux files were not available. One way to estimate the uncertainty in the flux normalization was to find the relative difference between the ratios obtained from the different targets, i.e. from carbon and CH$_2$. Figure E.1 shows a comparison of the ratios from these two targets as a function of energy (numerical values taken from Table 3.16). We found that the relative difference was always < 2 % at all energies in g9b (linearly- as well as circularly-polarized data sets). Furthermore, to assess any systematic effect of the detector acceptance in these flux ratios, results from this method were compared with two other methods.

E.1 Ratios from gflux in FROST-g9a

Since gflux files were available in FROST-g9a, the two methods were compared using these data. Table E.1 and Figure E.2 (left) show the results for the three period combinations which were made based on opposite target polarizations. It was observed in the ‘combination-32’ that the flux ratio between Period 3 (runs 55556-55595) and Period 2 (55521-55555) from CH$_2$ was lower than the ratio from gflux by only 1.3 %. Similarly, in ‘combination-67’ (where Period 6 consisted of runs 56164-56193 and Period 7 consisted of runs 56196-56233), the ratio from CH$_2$ was lower by only 1.6 %. However, in ‘combination-45’ (where Period 4 consisted of runs 55604-55625 and Period 5 consisted of runs 55630-55678) the ratio obtained from CH$_2$ was found to be higher by about 10 %. This discrepancy seemed to be a significant overestimation since the differences were much smaller (and fairly consistent) for the other period combinations; these data were taken before and after Periods 4 & 5, respectively. Therefore, we quoted the fractional difference in the ratios obtained from gflux and CH$_2$ to be less than 2 %.
Figure E.1: A comparison of the flux ratios in FROST-g9b (with linearly-polarized photons) from the carbon target (red squares) and the CH$_2$ target (green circles). The top row shows the comparison of the flux ratios for data sets with the same target setting but different beam settings and the bottom row shows the comparison for data sets with the same beam setting but different target settings. The ratios are compared at all available 100 MeV wide energy bins ranging from 0.7 to 2.1 GeV.

E.2 Ratios from fitting angular distributions in FROST-g9b

Another way to determine the flux ratios was by using them as fit parameters when extracting the asymmetries. The reaction $\gamma p \rightarrow p\omega$ was utilized to perform this study since it was a simpler reaction with fewer kinematic variables and polarization observables than in the $\pi^+\pi^-$ reaction. Our study was along the lines of the procedure that was described in [87].

In FROST-g9b with circularly-polarized photons, flux ratios for the period combinations 13-2
Figure E.2: (Left) A comparison of the photon flux ratios in FROST-g9a obtained from the C target (red squares), CH$_2$ target (green circles) and gflux files (blue inverted triangles) to assess the systematic error in the flux normalization. (Right) A plot of the asymmetry (red circles) between unscaled Period(s) 13 and Period 2 data sets from FROST-g9b with positive helicities. The data were integrated over all $\cos \Theta_{\text{cm}}$ angles and photon energies. The asymmetry was fitted with the fit function given by Equation E.1 with $\Phi_R$, $T$ and $F$ as fit parameters.

Table E.1: A comparison of the photon flux ratios in FROST-g9a obtained from the C target, CH$_2$ target and gflux files. The ratios obtained from CH$_2$ were lower than the ratios from gflux files by less than 2% in combinations-32 and 67. In combination-45, the fractional difference was 10% which seems to be a significant overestimation.

<table>
<thead>
<tr>
<th>Flux Ratio from</th>
<th>Ratio $N = \Phi(\rightarrow)/\Phi(\leftarrow)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>per-3/per-2</td>
</tr>
<tr>
<td>C</td>
<td>1.141</td>
</tr>
<tr>
<td>CH$_2$</td>
<td>1.148</td>
</tr>
<tr>
<td>gflux</td>
<td>1.164</td>
</tr>
</tbody>
</table>

and 5-4 were required. To determine $\Phi(\rightarrow, +)/\Phi(\rightarrow, -)$ between Per-13 and Per-2, an asymmetry was formed between the two data sets without scaling either of them. The asymmetry could be expressed as:

$$A(\phi) = \frac{(1 - \Phi_R) + (1 + \Phi_R P_R) (\tilde{\Lambda}^+ \delta_\odot F \cos(\phi - \phi_0) + \tilde{\Lambda}^+ T \sin(\phi - \phi_0))}{(1 + \Phi_R) + (1 - \Phi_R P_R) (\tilde{\Lambda}^+ \delta_\odot F \cos(\phi - \phi_0) + \tilde{\Lambda}^+ T \sin(\phi - \phi_0))},$$  \hspace{1cm} (E.1)
where $\Phi_R = \Phi(-, -) / \Phi(-, +) = \Phi(-) / \Phi(+)\), $P_R = \bar{\Lambda}^- / \bar{\Lambda}^+$, and $\phi_0$ represented the target offset angle defined in Section 3.7.5. The flux ratio $\Phi_R$ and the polarization observables $T$ and $F$ were used as fit parameters. Note that if $P_R$ was also used as a fit parameter, then the fit would fail to converge since it had too much freedom. The asymmetries between the $Q$-value-weighted $\phi_{lab}$ histograms were made by integrating over all $\cos \Theta_{\text{c.m.}}$ angles since ideally, the flux ratios should be independent of this variable. Furthermore, the ratios were also independent of energy, so the data were integrated over all energies to increase the statistics. The fitted asymmetry between the Per 13 and Per 2 data sets with positive beam helicity is shown in Figure E.2 (right). The same procedure was repeated for the negative helicity data sets from the Per 13 - Per 2 combination and also for both helicities from the Per 5 - Per 4 combination. The results are shown in Table E.2. It was observed that the flux ratios from CH$_2$ were systematically lower by about 1.3\% and 1.9\% than the average ratios obtained from the fitting technique for Periods 2-13 and Periods 4-5, respectively. Unfortunately, this latter method could not be used to find reliable values for the different coherent-edge data sets in FROST-g9b, mainly because there were more fit parameters (flux ratio, $\Sigma$, $T$, $H$, and $P$) compared to the circularly-polarized data set but not enough statistics.

In conclusion, the above studies showed that the systematic uncertainty in the flux normalization factors from CH$_2$ was less than 2\% in FROST-g9a as well as in FROST-g9b with a circularly-polarized photon beam. Since neither gflux nor any fitting technique could be used in FROST-g9b with linearly-polarized photons, the same estimate of 2\% was also used for this data set.

Table E.2: A comparison of the photon flux ratios in FROST-g9b obtained from fitting asymmetries and the ratios obtained from the C and CH$_2$ targets. The flux ratios obtained from CH$_2$ were found to be systematically lower by 1.3\% and 1.9\% than the average ratios obtained from the fitting technique for Periods 2-13 and Periods 4-5, respectively.

<table>
<thead>
<tr>
<th>$\frac{\Phi(-)}{\Phi(+)\rangle$</th>
<th>From fitting technique</th>
<th>From C</th>
<th>From CH$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pos. helicity data</td>
<td>Neg. helicity data</td>
<td>Average</td>
</tr>
<tr>
<td>Combination 2-13</td>
<td>0.537 ± 0.008</td>
<td>0.568 ± 0.008</td>
<td>0.553</td>
</tr>
<tr>
<td>Combination 4-5</td>
<td>1.311 ± 0.029</td>
<td>1.370 ± 0.016</td>
<td>1.341</td>
</tr>
</tbody>
</table>
APPENDIX F

POLARIZATION OBSERVABLES IN THE REACTION $\gamma p \rightarrow p \eta$

We extracted the polarization observable $T$ from FROST-g9b data, respectively. Since we used the $\eta \rightarrow \pi^+\pi^-\pi^0$ decay mode and reconstructed the $\pi^0$ as a missing particle, the $\eta$ analyses followed the exact same procedure as has been described in this analysis for the corresponding polarization observables in $\omega$ photoproduction. With the exception of the event-based background subtraction ($Q$-value method), which used the $\eta$ peak rather than the $\omega$ peak, the $T$ analysis for the $\eta$ are essentially identical to the $\omega$ analyses. Some representative g9b $\eta$-mass distributions including the Q-factor-based signal and background distributions are presented in Figure F.1. Given the considerably smaller statistics in the $\eta$ channel, we chose 200 MeV-wide energy bins.

Figure F.2 show our results for $T$. The observable in Figure F.2 is shown in comparison with published data from MAMI [90] and the Phoenics experiment in Bonn [91]. Our results are statistically not competitive and we have no plans to publish these results. However, from the plots we can clearly see that our definition of the target offset led to consistent results from our analysis and published results from other collaborations.

Figure F.1: Examples of g9b invariant $\pi^+\pi^-\pi^0$ distributions for the reaction $\gamma p \rightarrow p \eta$. Shown are 200-MeV wide energy bins with $E_\gamma \in [700, 900]$ MeV (left) and $E_\gamma \in [900, 1100]$ MeV (right). The black distributions denote the full mass distributions in each energy bin; the red and the blue distributions represent the Q-value weighted signal and background contributions, respectively.
Figure F.2: Measurement of the target asymmetry in the reaction $\gamma p \rightarrow p \eta$ utilizing a circularly-polarized photon beam and a transversely-polarized target. The results are shown for the photon energy range $E_\gamma \in [750, 1150]$ MeV.


[58] https://www.jlab.org/Hall-B/album/.


[64] A. Netz, TOF offsets in FROST-g9b, https://www.jlab.org/Hall-B/secure/g9/anetanet/Mean_Delta_TOF_Per_Paddle.pdf.
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