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Deep	Virtual	Exclusive	Scattering	(DVES)

• Fully	exclusive	final	states
• e	p	à e	p	𝜸,		ep	à e	N	meson •		e	d	à e	pn 𝜸,	etc.

• Nuclei
• e	d	à e	d	𝜸 ,	mesons… •		e	4He	àe4He	𝜸 …

• Time-like	Compton	Scattering	(TCS)
• 𝜸 p	à l +  l – p	

• Polarized	electrons,	polarized	target	nuclei	
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Polarized	DVES	(JLab	12	è EIC)
• JLab	at	12	GeV

• Polarized	electrons	
• Longitudinal	polarized	p,	d

• NH3,	ND3,	CLAS12
• NH3,	Hall	C:	Wide	Angle	C.S.

• Longitudinal	&	Transverse	
polarized	3He	(Hall	A/C)	

• GPD	program	with	SOLiD
• Transverse	polarized	HDice

• (test-beam	studies	in	prep.)
• Transverse	polarized	NH3

• Time-like	CS	in	Hall	C
Proposal	PAC	46
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• Electron	Ion	Collider
• Polarized	electrons,
• Polarized	p,	d,	3He,	Li

• Transverse	&	
Longitudinal

• Polarized	deuterons	now	
in	eRHIC	planning

• Zero	target	dilution
• Spectators	boosted	by	

beam	𝜸-value
• Precision	ion	polarimetry	
remains	a	challenging	&	
critical	R&D	topic



Bethe-Heitler	(BH)	and	Virtual	Compton	Scattering	(VCS)

• BH-VCS	interference
• Access	to	VCS	amplitude,	linear	in	GPDs
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Δμ =	(p’-p)μ
t	=	(p’–p)2 =	Δ2



QCD	Factorization	of	DVCS	(Co-Linear)

• Symmetrized	Bjorken	variable:

• SCHC:								Transversely	polarized	virtual	photons	dominate	to		O(1/Q)
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Poincaré Invariance	&	Spatial	Imaging
• Physics	is	fully	Poincaré invariant
• High	energy	reactions	(and	target-polarization	
states)	select	preferred	frames:

• DIS:		q,	P	 anti-collinear		(“DIS”	frame,	P	=	initial	proton)
• DVCS,	DVMP:

• DIS	frame
• q+q’,	P anti-collinear
• q+q’,	P+P’ anti-collinear	(“Symmetrized	frame”)
• …
• All	equivalent	as	Δ2/Q2 à 0
• Magnitude	and	form	of	“higher-twist”	=		qqg… correlations	
depend	upon	frame	at	finite	Q2,	Δ2/Q2
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Spatial	Imaging	at	finite	skewness	(ξ)
• DVES	reference	frame	defines	light-like	vectors	𝑛#, 𝑛%#:

• 𝑛& = 𝑛%& = 0,					•		𝑛 ⋅ 𝑛% = 1
• Lorentz	invariant	definition	of	𝚫⟘:
Δ-& = 2 Δ ⋅ 𝑛 Δ ⋅ 𝑛% − Δ&	
Δ-& → −Δ&		as		ξ⟶0

• ξ	=	0:		GPD(x,0,Δ2;Q2)	=	parton	density	at	resolution	scale	Q2

• 𝚫⟘	Fourier	conjugate	to	b	=	trans.	distance	from	target	CoM	

• x	=	ξ	:		Measured	by	Im	part	of	DVES	amplitudes
• GPD(ξ,ξ,Δ2;Q2)	=	parton	transition	amplitude	(0	à	2	ξ)
• 	𝚫⟘	Fourier	conjugate	to	r⟘	=	trans.	distance	from	CoM	of	
target		spectators.
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CLAS:	H(e,e’p𝜸)
• H.Jo,	et	al. [CLAS],	PRL	
115 (2015)
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most appropriate ones are Q2, xB , t, and ϕ, where ϕ is the
azimuthal angle between the (e; e0) and (γ!; p0) planes
around the virtual photon direction. We have thus extracted
fourfold cross sections as follows:

d4σep→e0p0γ

dQ2dxB dtdϕ
¼

Nep→e0p0γ

LintΔQ2ΔxB ΔtΔϕAccF rad
: ð1Þ

In Eq. (1), Nep→e0p0γ is the number of ep → e0p0γ events in
the (Q2; xB ; t;ϕ) bin. We evaluated the contamination from
the ep → e0p0π0 channel where one photon of the π0 decay
can escape detection, using a combination of ep → e0p0π0

measurements and Monte Carlo simulations. On average,
this contamination is less than 9% and was subtracted
on a bin-by-bin basis. The four-dimensional acceptance or
efficiency of the CLAS detector, Acc, for the ep → e0p0γ
reaction was determined for each (Q2; xB ; t;ϕ) bin by
generating more than 200 × 106 DVCSþ BH events, using
a realistic Monte Carlo generator adapted from Ref. [20].
The events were processed through the GEANT simulation
of the CLAS detector and the same reconstruction and
analysis codes that were used for the data. The event
generator includes radiative effects so that Acc also corrects
for a part of the real internal radiative effects. F rad corrects,
for each (Q2; xB ; t;ϕ) bin, for the virtual and the remainder
of the real internal radiative effects, which can both be
calculated theoretically [21]. The product (ΔQ2ΔxB ΔtΔϕ)
is the effective hypervolume of each bin. Finally, Lint is the
integrated luminosity, corrected for the data acquisition
dead time, which was deduced from the integrated charge
of the beam measured by a Faraday cup. In addition, we
applied a global renormalization factor of 12.3%, deter-
mined from the analysis of the elastic scattering ep → e0p0,
by comparing the experimental cross section to the well-
known theoretical one. This factor compensates for various
kinematic-independent inefficiencies, such as those from
the CLAS time-of-flight scintillators and trigger, not well
reproduced by the simulations.
Figure 4 shows, for two selected (Q2; xB ) bins in

different parts of the phase space, the ϕ dependence of
the ep → e0p0γ unpolarized cross section and beam-
polarized cross-section difference. The latter of these
two observables is defined as follows:

Δðd4σÞ ¼ 1

2

!
d4~σep→e0p0γ

dQ2dxB dtdϕ
−

d4σ⃖ep→e0p0γ

dQ2dxB dtdϕ

"
; ð2Þ

where the arrows correspond to beam helicity states þ
and −. For each of these (Q2; xB ) bins, three selected t bins
are shown. Note that the data do not always provide a full
coverage in ϕ for each of the 110 (Q2; xB ; t) bins. In Fig. 4,
the black error bars show the statistical uncertainties of the
data [13.9% on the unpolarized cross section on average,
over the 110 (Q2; xB ; t) bins], and the blue bands show the
systematic uncertainties [14% on the unpolarized cross

section on average]. The contributions to the latter include
the uncertainties on the beam energy and therefore the
kinematics and associated corrections (5.7% on average,
using a different beam energy value in the analysis), the
acceptance correction (5.3%, with an alternate event gen-
erator), the global renormalization factor (5%), the exclu-
sivity cuts (3.5%, from variations of the cuts), the radiative
corrections (2.2%, including next-to-leading-order effects),
the particle selection (1.6%, from variations of the cuts),
and the π0 background subtraction (1%, with an alternate
event generator).
The unpolarized cross sections peak towards ϕ ¼ 0° due

to the BH process (green long-dashed curves in Fig. 4) for
which the final-state photon is predominantly emitted in the
direction of the initial or scattered electron. The difference
between the BH curves and the data can thus be attributed
to the DVCS process. We display in Fig. 4 calculations of
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FIG. 4 (color online). Top six plots: Unpolarized cross section
ðd4σep→e0p0γ=dQ2dxB dtdϕÞ and beam-polarized cross-section
difference Δðd4σÞ for the ep → e0p0γ reaction, as a function
of ϕ, for ðQ2; xB Þ ¼ ð1.63 GeV2; 0.185Þ and three −t values.
Bottom six plots: The same observables for ðQ2; xB Þ ¼
ð2.78 GeV2; 0.335Þ and three −t values. The green long-dashed
curves show the BH contribution only. The other curves are the
predictions of four GPD models from three groups: VGG
[6,22,23] (blue solid curves), KMS [24] (cyan dash-dotted
curves), and two versions of the KM model [25,26], KM10
(red dotted curves) and KM10a (red short-dashed curves). The
blue bands show the systematic uncertainties.

PRL 115, 212003 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

20 NOVEMBER 2015

212003-4

The GPDs embody the longitudinal momentum distri-
bution of the quarks in the nucleon, their transverse
spatial distribution, and the correlation between these
two distributions. One uses the term nucleon tomography
as one can probe the transverse size of the nucleon for
different quark longitudinal-momentum slices. For details
on the GPD formalism, see the reviews [6–11].
In the ep → e0p0γ reaction, the DVCS process interferes

with the well-known BH process (Fig. 1, right), where the
final-state photon is radiated by the incoming or scattered
electron.
Extracting the GPDs from the DVCS process requires

measuring a series of observables for the ep → e0p0γ
reaction over the broadest kinematic domain possible.
Several observables, such as the unpolarized cross section
and polarized beam or/and target asymmetries, are neces-
sary to separate the four GPDs. Each observable is sensitive
to a particular combination of GPDs.
This Letter presents a major contribution to this global

and long-term endeavour: the extraction of the ep → e0p0γ
(i.e., DVCSþ BH) unpolarized and beam-polarized cross
sections over the widest phase space ever explored in the
valence-quark region, with 110 (Q2; xB; t) bins covering
1.0 < Q2 < 4.6 GeV2, 0.10 < xB < 0.58, and 0.09 <
−t < 0.52 GeV2. In this kinematic domain, our results
strongly enhance the existing set of measurements of the
ep → e0p0γ reaction which consists of four (Q2; xB; t)
bins of unpolarized cross sections and 12 bins of beam-
polarized cross sections measured by the JLab Hall A
Collaboration [12] and 57 bins of beam-spin asymmetries
[13] and 18 bins of longitudinal target- and beam-target
double-spin asymmetries [14,15] measured by the CLAS
Collaboration (in addition to the handful of CLAS pioneer-
ing data points from Refs. [16–18]).
The experiment took place at JLab during three months

in 2005, using the 5.75-GeV polarized electron beam
(79.4% polarization), a 2.5-cm-long liquid-hydrogen target,
and the Hall B large-acceptance CLAS spectrometer [19],
operating at a luminosity of 2 × 1034 cm−2 s−1. A specially
designed electromagnetic calorimeter [“inner calorimeter”
(IC) [13]] was added to the CLAS detector and allowed the
detection of photons for polar angles from about 5° to 16°,
with full azimuthal coverage.
The first step of the data analysis was to select events

with at least one electron, one proton, and one photon in
the final state. Electrons were identified by signals in the
CLAS drift chambers, scintillators, Cherenkov counters,
and electromagnetic calorimeters. Protons were identified
by the correlation between their measured momentum and
velocity. The highest-energy particle detected in the IC
was considered as a photon candidate. Once these three
final-state particles were selected and their 3-momenta
determined, the exclusivity of the ep → e0p0γ reaction
was ensured by applying 3σ cuts on the following four
variables: the squared missing mass MM2

e0p0 of the (e0p0X)

system, the coplanarity angle Δϕ, i.e., the angle between
the (γ"; p0) and (γ"; γ) planes, the missing transverse
momentum of the (e0p0γ) system, and the angle θγX
between the measured photon and that predicted by the
kinematics of the (e0p0X) system. We also selected
the particular kinematics: W > 2 GeV, where W2 ¼ s ¼
ðγ" þ pÞ2, to minimize contributions from radiative decay
of baryonic resonances, and Q2 > 1 GeV2 to be in the
deep virtual regime. As an example, Fig. 2 shows the
effect of two of the four exclusivity cuts.
Under these conditions, we ended up with about 300 000

events. Figure 3 shows the resulting (Q2; xB) and (−t; xB)
kinematic coverages of the data and the adopted binning
[21 (Q2; xB) bins and six t bins], which is finer than the one
used in Ref. [13]. Note that the bins and results presented
here are limited to the jtj region below 0.52 GeV2, while
the actual coverage of the data goes beyond 1 GeV2. The
ep → e0p0γ cross sections vary very rapidly with kinemat-
ics, primarily due to the BH process. In order to minimize
the uncertainties related to the knowledge of the kinemat-
ics, we minimized the size of our bins, while keeping
comparable statistics in each bin.
Because of the azimuthal symmetry when using an

unpolarized target, the ep → e0p0γ reaction depends on
four independent variables. For the study of GPDs, the
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FIG. 2 (color online). Two of the four variables on which 3σ
exclusivity cuts (vertical lines) were applied to select the
ep → e0p0γ reaction: Δϕ and θγX. Black solid distributions show
the events with at least one electron, one proton, and one photon,
after applying the cuts on MM2

e0p0 . Each blue shaded distribution
shows the events remaining after applying the cuts on all the
variables except the plotted one.
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FIG. 3 (color online). (Q2; xB) and (−t; xB) kinematic cover-
ages, with the corresponding binning.
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• Constrained	Fits	to	Re,	Im [H(x,t)]

four GPD models. The modeling of the GPDs in the VGG
and KMS models is based on the double-distribution
representation [1,27,28]. The VGG calculations in Fig. 4
include only the contribution of the GPD H as the inclu-
sion of the other GPDs barely changes the results. The
KM model is based on the Mellin-Barnes representation
[25,29]. The KM10 version of the model includes con-
tributions from all four GPDs for which the free parameters
were fitted to the JLab [12,13], HERMES [30], and
ZEUS/H1 [31,32] data. In that work, it was found that it
is possible to fit the JLab Hall A unpolarized cross sections
only at the price of introducing a very strong ~H contribution
[33]. The KM10a version is based on a fit which excludes
the JLab Hall A unpolarized cross sections [12] and
sets ~H to zero. Note that none of these four models has
been tuned to our data.
Figure 4 shows that the predictions of standard GPD

models like VGG, KMS, and KM10a, whose compatibility
is remarkable despite their different approaches, are in
good agreement with our unpolarized cross-section data. In
contrast, the KM10 version, which includes the strong ~H
contribution, tends to overestimate our data. Over our 110
(Q2; xB; t) bins, the average χ2 value per degree of freedom
[34] is the smallest for KM10a (1.46), followed by KMS
(1.85), VGG (1.91), and KM10 (3.94). We can therefore
conclude that standard GPD models with a dominant
contribution of the GPDH to the unpolarized cross section,
i.e., without the introduction of a strong ~H contribution,
describe the data well. Moreover, the disagreement between
our data and the KM10 model, which instead matches the
Hall A results, might reveal an inconsistency between the
two sets of data. As a check, we performed a dedicated data
analysis using the exact same (Q2; xB; t) bin limits as those
used for the Hall A analysis (Q2 ¼ 2.3 GeV2, xB ¼ 0.36,
and −t ¼ 0.17, 0.23, 0.28, and 0.33 GeV2). However, in
this limited and particular (Q2; xB; t) region, the compari-
son is hampered by our large statistical uncertainties and
lack of ϕ coverage around ϕ ¼ 180°. Thus, no conclusion
can be drawn from this comparison. The Hall A experiment
was run at a luminosity almost 3 orders of magnitude larger
than ours but in a much more limited phase space.
Overall, the four models, including KM10, give a good

description of the beam-polarized cross-section difference,
and the data barely allow one to distinguish one model from
another. Over our 110 (Q2; xB; t) bins, the average χ2 value
per degree of freedom [34] is the smallest for KM10a (1.06),
followed by KM10 (1.20), VGG (1.40), and KMS (1.84).
Finally, we attempted to extract some GPD information

from these two sets of observables. We used a simplified
version of the local-fitting procedure developed in
Refs. [35–38]. At leading twist and leading order, this
procedure uses well-established DVCS and BH amplitudes
and fits simultaneously the ϕ distributions of our unpolar-
ized and beam-polarized cross sections at a given (Q2; xB; t)
kinematic point by the (real) quantities:

FReðξ; tÞ ¼ P
Z

1

−1
dx

!
1

x − ξ
∓ 1

xþ ξ

"
Fðx; ξ; tÞ;

FImðξ; tÞ ¼ Fðξ; ξ; tÞ∓Fð−ξ; ξ; tÞ; ð3Þ

where F ¼ H; ~H;E; ~E, the top and bottom signs apply
to the unpolarized (H;E) and polarized ( ~H; ~E) GPDs,
respectively, and P is the principal value integral. These
quantities are called Compton form factors (CFFs) [39] in
Refs. [35–38] and “sub-CFFs” in Ref. [40].
Here, we considered fits with only HIm, HRe, ~HIm, and

~HRe, which are the dominant CFFs, neglecting the con-
tributions from E and ~E. Despite the underconstrained
nature of the problem, i.e., fitting two observables with four
free parameters, the algorithm generally manages to find,
when the range of variation of the CFFs is limited,
minimum χ2 values for HIm and HRe as the two fitted
observables are dominated by the contribution of the GPD
H. Figure 5 shows, for a selection of three of our 21
(Q2; xB) bins, the t distribution of the fitted HIm and HRe.
Contrary to these two, ~HIm and ~HRe do not come out of the
fit with finite error bars within the allowed range of
variation, for most kinematics. Nonetheless, they must
be included in the fit because of their impact on the errors
of HIm and HRe. Figure 5 also shows the VGG predictions,
which overestimate the fitted HIm at the smallest values
of xB.
We have fitted, in Fig. 5, the t dependence of HIm by the

function Aebt with A and b as free parameters. Keeping in
mind that the Q2 values are different for the three xB bins,
the results of these fits show that A and b increase, in a
systematic way, with decreasing xB. Under the hypothesis
of neglecting Q2 higher-twist and evolution effects as well
as deskewing effects [41], these behaviors might reveal
tomographic features of the quark content of the nucleon.
Under the mentioned conditions, b is related to the trans-
verse size of the nucleon. Our data therefore suggest that
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FIG. 5 (color online). Results of the CFF fit of our data for HIm
and HRe, for three (Q2; xB) bins, as a function of t. The blue solid
curves are the VGG predictions. The black dashed curves show
the fit of the results by the function Aebt.
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• Im[H(x,t)]	~	eb(x)t
➜ b decreases	as	xB increases
➜ Proton	is	shrinking!	(model	dependent)



CLAS:	4He(e,e’𝜸α)
M.Hattawy et	al.,	PRL	119	(2017)

• Radial	TPC	for	recoil	α
• 250mm	z	⊗ 160	mm	⌀

• Only	one	GPD:	H(x,ξ,t)	
• Compton	Form	Factor	H(ξ,t)
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For certain experiments the base CLAS system was
complemented with ancillary detectors. For example, the
measurement of the Deeply Virtual Compton Scattering
(DVCS) process (eH ! e

0
H

0
�, where H is a nucleon or

nucleus) necessitates an upgrade of the photon detection
system. Indeed, with a 6 GeV electron beam, the major-
ity of DVCS photons are produced at very forward angles,
where the acceptance of the EC was poor. To extend the
detection range, an inner calorimeter (IC) was built for the
E01-113 experiment in 2005 [6]. The IC was constructed
from 424 lead-tungstate (PbWO4) crystals, covering polar
angles between 5� and 15� [7]. To protect the CLAS detec-
tor and the IC from the large flux of the low energy Møller
electrons, a 5 T solenoid magnet was placed around the
target to shield the detectors. To detect recoiling ↵ par-
ticles from the coherent DVCS on Helium, a new radial
time projection chamber (RTPC) was developed to track
low energy nuclear fragments. The solenoid field was used
to bend tracks and measure momentum of particles in the
RTPC. The CLAS detector supplemented with both IC
and RTPC was used in 2009 during a three months exper-
imental run [8, 9] with a longitudinally polarized, 130 nA
and 6.064 GeV electron beam incident on a gaseous 4He
target.

The original design of the RTPC was developed for the
BoNuS experiment at Je↵erson Lab which took data with
CLAS in 2005 [10]. Significant improvements were made
to the RTPC mechanical structure and fabrication tech-
nique that both increased the acceptance and reduced the
amount of material in the path of the outgoing particles.
Moreover, the data acquisition electronic was improved to
increase the event readout rate. The enhanced design,
used in the 2009 DVCS experiment, is described in section
2 of this article. The data acquisition system is described
in section 3, the calibration methods in section 4 and the
tracking algorithm in section 5. Finally, the overall per-
formances of the RTPC are described in section 6.

2. RTPC design

With a 6 GeV incident electron energy, the recoiling
4He nuclei from coherent DVCS have an average momen-
tum around 300 MeV/c (12 MeV kinetic energy). Such low
energy ↵ particles are stopped very rapidly, so the RTPC
was designed to be as close as possible to the target and
fit inside the 230 mm diameter shell and cryostat wall of
the solenoid magnet bore of CLAS.

The new CLAS RTPC is a 250 mm long cylinder of
158 mm diameter, leaving just enough room to fit pre-
amplifiers between the RTPC outer shell and the solenoid.
The electric field is directed perpendicularly to the beam
direction, such that drifting electrons are pushed away
from the beam line. These electrons are amplified by three

⇤Corresponding author
Email address: dupre@ipno.in2p3.fr (R. Dupré)
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Figure 2: Schematic drawing of the CLAS RTPC in a plane per-
pendicular to the beam direction. See text for description of the
elements.

layers of semi-cylindrical gas electron multipliers (GEM) [11]
and detected by the readout system on the external shell
of the detector as illustrated in Figure 2. The RTPC is
segmented into two halves with independent GEM ampli-
fication systems that cover about 80% of the azimuthal
angle.

We detail here the di↵erent regions shown in Figure 2
starting from the beam line towards larger radius:

• The 6 atm 4He target extends along the beamline
forming the detector central axis. It is a 6 mm di-
ameter Kapton straw with a 27 µm wall of 292 mm
length such that its entrance and exit 15 µm alu-
minum windows are placed outside of the detector
volume. The detector and the target are placed in
the center of the solenoid, 64 cm upstream of the
CLAS center.

• The first gas gap covers the radial range from 3 mm
to 20 mm. It is filled with 4He gas at 1 atm to min-
imize secondary interactions from Møller electrons
scattered by the beam. This region is surrounded by
a 4 µm thick window made of grounded aluminized
Mylar.

• The second gas gap region extends between 20 mm
and 30 mm and is filled with the gas mixture of 80%
neon (Ne) and 20% dimethyl ether (DME). This re-
gion is surrounded by a 4 µm thick window made
of aluminized Mylar set at �4260 V to serve as the
cathode.

• The drift region is filled with the same Ne-DME gas
mixture and extends from the cathode to the first
GEM, 60 mm away from the beam axis. The electric

2

We identified two main backgrounds: accidental coin-
cidences and exclusive coherent π0 production. The acci-
dentals have particles originating from different events,
and we estimated their contribution to be 4.1% of the data
sample. We evaluated this contribution by selecting events
passing all the cuts but with the scattered electron and 4He
originating from different vertices. The π0 production can
be mistaken for DVCS when one of the two photons from
the π0 decay is produced at low energy in the laboratory
frame and remains undetected. To estimate the effect of this
contamination, we developed an event generator tuned on
the experimental yield of exclusive π0 with two photons
measured. We used this generator together with a GEANT3

simulation of our detectors to estimate the ratio of the
number of π0 events where one photon is detected and
misidentified as a DVCS event to those where the two
photons are detected. This ratio is then multiplied by the
measured yield of exclusive π0 events to correct the DVCS
data. Depending on the kinematics, we found contamina-
tions of 2%–4%.
In this work, the physics observable extracted using

coherent DVCS events is the beam-spin asymmetry ALU.
On an unpolarized target, ALU is defined as the difference
of cross sections for the reaction with opposite beam
helicities normalized to the total cross section:

ALU ¼ d4σþ − d4σ−

d4σþ þ d4σ−
; ð3Þ

where d4σ% is the DVCS differential cross section for
positive (negative) beam helicity.
In this ratio, luminosity normalization and detector

efficiencies largely cancel, and ALU can be extracted from
the reaction yields for the two helicities (N% ):

ALU ¼ 1

PB

Nþ − N−

Nþ þ N− ; ð4Þ

where PB is the degree of longitudinal polarization of the
incident electron beam.
There is an additional process contributing to the same

final state as the DVCS, the so-called Bethe-Heitler (BH)
process, where the real photon is emitted by the incoming
or the outgoing lepton. The DVCS and BH processes are
indistinguishable experimentally, and the amplitude of the
electroproduction of a real photon includes a sum of the
amplitudes of these two processes. The BH amplitude
depends on the target elastic form factors, which are well
known in this kinematic region, while the DVCS amplitude
depends on the GPDs. In our kinematics, the cross section
of the real photon electroproduction is dominated by the
BH contribution, which varies strongly with ϕ, the azimu-
thal angle between the (e, e0) and (γ&, 4He0) planes. The
DVCS contribution is smaller by about a factor of 2 but
independent of ϕ at twist-2 [48], and thus it is possible to
separate these contributions with a cross section measure-
ment. However, the DVCS-BH interference term offers an
easier experimental access by generating spin asymmetries.
We have, in particular, for a spin-zero target the beam spin
asymmetry ALU, which can be expressed at leading order
and leading twist [49,50] as

ALUðϕÞ

¼ α0ðϕÞℑðHAÞ
α1ðϕÞþα2ðϕÞℜðHAÞþα3ðϕÞ½ℜðHAÞ2þℑðHAÞ2(
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FIG. 3. Coherent DVCS event distributions for Q2 after
exclusivity cuts. The distributions are shown as a function of
Bjorken variable x B (left) and as a function of squared-momentum
transfer −t (right).
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ALU(𝜙)

Explicit expressions of the kinematic factors αi are derived
from expressions in Ref. [50]:

α0ðϕÞ¼
x Að1þϵ2Þ2

y
Sþþð1ÞsinðϕÞ;

α1ðϕÞ¼ cBH0 þcBH1 cosðϕÞþcBH2 cosð2ϕÞ;

α2ðϕÞ¼
x Að1þϵ2Þ2

y
½Cþþð0ÞþCþþð1ÞcosðϕÞ&;

α3ðϕÞ¼
x 2Atð1þϵ2Þ2

y
P1ðϕÞP2ðϕÞ2

2−2y þy 2þϵ2
2 y

2

1þϵ2
; ð6Þ

where Sþþð1Þ and Cþþð0; 1Þ are the Fourier harmonics of
the interference amplitude in the leptonic tensor, cBH0;1;2 the
Fourier harmonics of the BH amplitude, and finally P1;2ðϕÞ
the BH propagators, which include cosðϕÞ dependencies.
(The explicit expression of all these terms can be found in
Appendix A of Ref. [51].) We observe that, using the
different sinðϕÞ, cosðϕÞ, and cosð2ϕÞ contributions, one
can extract unambiguously both the imaginary and real
parts of HA with a fit of the ALUðϕÞ distribution.
We present in Fig. 4ALU as a function of azimuthal angleϕ

and the kinematical variablesQ2, x B, and t. Because of limited
statistics, these latter variables are studied separately with a
two-dimensional data binning. The curves on the plots are fits
using the function presented in Eq. (5), where the real and
imaginary parts of the CFFHA are the only free parameters.
Studies of systematic uncertainties showed that the main

contributions come from the choice of DVCS exclusivity
cuts (8% systematic uncertainty) and the large binning size
(5.1%). These values are relative and quoted for ALU at
ϕ ¼ 90°. Added quadratically, the total systematic uncer-
tainty is about 10% at 90° (or 0.03, absolute), which is
significantly smaller than the statistical uncertainties at all
kinematical bins.
In Fig. 5, theQ2, x B, and t dependencies of the fitted ALU

at ϕ ¼ 90° are shown. The comparison to HERMES data
shows that we obtain the same sign, but the size of the
error bars and the difference of kinematics do not permit us
to say much more. The x B and t dependencies are also
compared to theoretical calculations by Liuti and Taneja
[52]. The model accounts for the effect of the nucleon
virtuality (off-shellness) on the quark distribution. The
calculations are at slightly different kinematics than the
data but still allow us to draw some conclusions. The model
appears to predict smaller asymmetries than observed. The
difference may arise from the theoretical uncertainty in the
determination of the crossing point where the parton
nuclear distribution becomes larger than the nucleon one
and reverses the sign of the nuclear effect.
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uncertainties, including the normalization uncertainties. The red
curves are the results of fits with Eq. (5).
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The Q2, x B, and t dependencies of the 4He CFF HA
extracted from the fit to the azimuthal dependence of ALU
are shown in Fig. 6. The curves on the graphs are model
calculations, labeled convolution and off-shell. In the
convolution model [53], the nucleus is assumed to be
composed of nonrelativistic nucleons, each interacting
independently with the probe. The convolution-dual model
is based on nucleon GPDs from the dual parametrization
[54], where the convolution VGG uses nucleon GPDs from
the VGG model [55] and is based on the double distribu-
tions ansatz [56]. The off-shell model is the same as in
Fig. 5 using a more recent GPD model for the nucleon [57].
The results in Fig. 6 show that the extraction of the CFF

from the ALU is possible without model-dependent assump-
tions beyond leading-twist and leading-order dominance.
The amplitude and the dependencies observed as a function
of Q2, x B, and t are in agreement with the theoretical
expectations. One can see a difference between the pre-
cision of the extracted imaginary and real parts, which is
due to α2 being much smaller than α1 in Eq. (5). While the
precision of this measurement is not at a sufficient level to
discriminate between the models, these results demonstrate
the possibility of extracting the CFF of a spin-0 target
directly from a ALU measurement.
In summary, we have presented the first measurement of

the beam-spin asymmetry of exclusive coherent DVCS off
4He using the CLAS spectrometer supplemented with a
RTPC. This setup allowed detection of the low-energy 4He
recoils in order to ensure an exclusive measurement of the

coherent DVCS process. The azimuthal dependence of the
measured ALU has been used to extract, in a model-
independent way, the real and the imaginary parts of the
4He CFF, HA. The extracted CFF is in agreement with
predictions of the available models. This first fully exclu-
sive experiment opens new perspectives for studying
nuclear structure with the GPD framework and paves the
way for future measurements at JLab using 12 GeV
CEBAF and upgraded equipment [51].
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We identified two main backgrounds: accidental coin-
cidences and exclusive coherent π0 production. The acci-
dentals have particles originating from different events,
and we estimated their contribution to be 4.1% of the data
sample. We evaluated this contribution by selecting events
passing all the cuts but with the scattered electron and 4He
originating from different vertices. The π0 production can
be mistaken for DVCS when one of the two photons from
the π0 decay is produced at low energy in the laboratory
frame and remains undetected. To estimate the effect of this
contamination, we developed an event generator tuned on
the experimental yield of exclusive π0 with two photons
measured. We used this generator together with a GEANT3

simulation of our detectors to estimate the ratio of the
number of π0 events where one photon is detected and
misidentified as a DVCS event to those where the two
photons are detected. This ratio is then multiplied by the
measured yield of exclusive π0 events to correct the DVCS
data. Depending on the kinematics, we found contamina-
tions of 2%–4%.
In this work, the physics observable extracted using

coherent DVCS events is the beam-spin asymmetry ALU.
On an unpolarized target, ALU is defined as the difference
of cross sections for the reaction with opposite beam
helicities normalized to the total cross section:

ALU ¼ d4σþ − d4σ−

d4σþ þ d4σ−
; ð3Þ

where d4σ% is the DVCS differential cross section for
positive (negative) beam helicity.
In this ratio, luminosity normalization and detector

efficiencies largely cancel, and ALU can be extracted from
the reaction yields for the two helicities (N% ):

ALU ¼ 1

PB

Nþ − N−

Nþ þ N− ; ð4Þ

where PB is the degree of longitudinal polarization of the
incident electron beam.
There is an additional process contributing to the same

final state as the DVCS, the so-called Bethe-Heitler (BH)
process, where the real photon is emitted by the incoming
or the outgoing lepton. The DVCS and BH processes are
indistinguishable experimentally, and the amplitude of the
electroproduction of a real photon includes a sum of the
amplitudes of these two processes. The BH amplitude
depends on the target elastic form factors, which are well
known in this kinematic region, while the DVCS amplitude
depends on the GPDs. In our kinematics, the cross section
of the real photon electroproduction is dominated by the
BH contribution, which varies strongly with ϕ, the azimu-
thal angle between the (e, e0) and (γ&, 4He0) planes. The
DVCS contribution is smaller by about a factor of 2 but
independent of ϕ at twist-2 [48], and thus it is possible to
separate these contributions with a cross section measure-
ment. However, the DVCS-BH interference term offers an
easier experimental access by generating spin asymmetries.
We have, in particular, for a spin-zero target the beam spin
asymmetry ALU, which can be expressed at leading order
and leading twist [49,50] as

ALUðϕÞ

¼ α0ðϕÞℑðHAÞ
α1ðϕÞþα2ðϕÞℜðHAÞþα3ðϕÞ½ℜðHAÞ2þℑðHAÞ2(
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FIG. 3. Coherent DVCS event distributions for Q2 after
exclusivity cuts. The distributions are shown as a function of
Bjorken variable x B (left) and as a function of squared-momentum
transfer −t (right).
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FIG. 2. Four of the six coherent DVCS exclusivity cuts. The
black distributions represent the initial candidate events, while
the shaded distributions represent those that passed all of the
exclusivity cuts except the quantity plotted. The vertical red lines
represent the applied cuts. The distributions from left to right and
from top to bottom are coplanarity angle Δϕ, missing energy EX,
missing mass squared M2

X , and the cone angle θ between the
measured photon and themissingmomentumof the e04He0 system.
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0
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FIG. 21. (Color online) Comparisons of the t dependences
of the sin� term of the ep� target-spin asymmetries for
the present data, integrated over Q

2 and xB (black circles),
the previous CLAS experiment [13] (magenta triangles), and
HERMES [16] (green squares).

the t-dependence of this observable - predict this and
correctly reproduce it. The best match for this term is
provided by the VGG and GK models, which show size-
able di↵erences only at the highest �t values, where the
DVCS contribution is expected to start to play a role.
The models suggest a slight contribution from DVCS in
the cos� term but the statistical precision of the data
does not allow us to draw conclusions on which predic-
tion provides the better fit.

VIII. EXTRACTION OF COMPTON FORM
FACTORS

In recent years, various groups have developed and
applied di↵erent procedures to extract Compton Form
Factors from DVCS observables. The approach adopted
here [34–36] is based on a local-fitting method at each
given experimental (Q2

, xB ,�t) kinematic point. In this
framework, instead of four complex CFFs defined as in
Eq. 9, there are eight real CFFs defined as

FRe(⇠, t) = <eF(⇠, t) (46)

FIm(⇠, t) = �
1

⇡
=mF(⇠, t) = [F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t)] ,

(47)
where the sign convention is the same as for Eq. (8).
These CFFs are the almost-free parameters - their values
are allowed to vary within ±5 times the values predicted
by the VGG model - that are extracted from DVCS ob-
servables using the well-established DVCS+BH theoret-
ical amplitude. The BH amplitude is calculated exactly
while the DVCS amplitude is taken at the QCD leading
twist. The expression of these amplitudes can be found,
for instance, in [23].
The three sets of asymmetries (BSA, TSA and DSA)

for all kinematic bins were processed using this fitting
procedure to extract the Compton Form Factors. In the
adopted version of the fitter code, ẼIm is set to zero, as
Ẽ is assumed to be purely real - it is parametrized in the
VGG model by the pion pole (1/(t �m

2

⇡)). Thus seven
out of the eight real and imaginary parts of the CFFs are
left as free parameters in the fit. Figure 25 shows HIm

(black full squares) and H̃Im (red full circles), which are
obtained from the fit of the present data, as a function
of �t for each of our 5 Q

2-xB bins. These are the two
CFFs that appear to be better constrained by the present
results. Given that the size of the error bars reflects
the sensitivity of the combination of observables to each
CFF, it is evident that, as expected, our asymmetries are
mostly sensitive to =mH̃.
The results for HIm and H̃Im confirm what had been

previously observed in a qualitative way by direct com-
parison of the t-dependence of our TSAs and BSAs in
Section VII.2: the t-slope of =mH is much steeper than
that of =mH̃, hinting at the fact that the axial charge
(linked to =mH̃) might be more “concentrated” in the
center of the nucleon than the electric charge (linked to
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FIG. 20. (Color online) t dependence, for each Q
2-xB bin, of

the ↵UL term of the target-spin asymmetry. The curves show
the predictions of four GPD models for the TSA at � = 90o:
i) VGG [23] (red dashed), ii) KMM12 [26] (cyan dotted), iii)
GK [26] (blue dash-dotted), and iv) GGL [27] (orange dashed-
three-dotted).
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FIG. 21. (Color online) Comparisons of the t dependences
of the sin� term of the ep� target-spin asymmetries for
the present data, integrated over Q

2 and xB (black circles),
the previous CLAS experiment [13] (magenta triangles), and
HERMES [16] (green squares).

the t-dependence of this observable - predict this and
correctly reproduce it. The best match for this term is
provided by the VGG and GK models, which show size-
able di↵erences only at the highest �t values, where the
DVCS contribution is expected to start to play a role.
The models suggest a slight contribution from DVCS in
the cos� term but the statistical precision of the data
does not allow us to draw conclusions on which predic-
tion provides the better fit.

VIII. EXTRACTION OF COMPTON FORM
FACTORS

In recent years, various groups have developed and
applied di↵erent procedures to extract Compton Form
Factors from DVCS observables. The approach adopted
here [34–36] is based on a local-fitting method at each
given experimental (Q2

, xB ,�t) kinematic point. In this
framework, instead of four complex CFFs defined as in
Eq. 9, there are eight real CFFs defined as

FRe(⇠, t) = <eF(⇠, t) (46)

FIm(⇠, t) = �
1

⇡
=mF(⇠, t) = [F (⇠, ⇠, t)⌥ F (�⇠, ⇠, t)] ,

(47)
where the sign convention is the same as for Eq. (8).
These CFFs are the almost-free parameters - their values
are allowed to vary within ±5 times the values predicted
by the VGG model - that are extracted from DVCS ob-
servables using the well-established DVCS+BH theoret-
ical amplitude. The BH amplitude is calculated exactly
while the DVCS amplitude is taken at the QCD leading
twist. The expression of these amplitudes can be found,
for instance, in [23].
The three sets of asymmetries (BSA, TSA and DSA)

for all kinematic bins were processed using this fitting
procedure to extract the Compton Form Factors. In the
adopted version of the fitter code, ẼIm is set to zero, as
Ẽ is assumed to be purely real - it is parametrized in the
VGG model by the pion pole (1/(t �m

2

⇡)). Thus seven
out of the eight real and imaginary parts of the CFFs are
left as free parameters in the fit. Figure 25 shows HIm

(black full squares) and H̃Im (red full circles), which are
obtained from the fit of the present data, as a function
of �t for each of our 5 Q

2-xB bins. These are the two
CFFs that appear to be better constrained by the present
results. Given that the size of the error bars reflects
the sensitivity of the combination of observables to each
CFF, it is evident that, as expected, our asymmetries are
mostly sensitive to =mH̃.
The results for HIm and H̃Im confirm what had been

previously observed in a qualitative way by direct com-
parison of the t-dependence of our TSAs and BSAs in
Section VII.2: the t-slope of =mH is much steeper than
that of =mH̃, hinting at the fact that the axial charge
(linked to =mH̃) might be more “concentrated” in the
center of the nucleon than the electric charge (linked to
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Pseudo-Scalars
• JLab	Hall	A	

• L/T		separation	for	H(e,e’	𝜋0)p	and	D(e,e’	𝜋0)pn
• σT >>	σL

• JLab	CLAS
• σT +	𝜖 σL for	H(e,e’	p	𝜋0),	H(e,e’	p	η)

• σT +	𝜖 σL >>	σL [naïve	collinear	factorization].

• Twist-3	helicity	flip	meson	Distribution	Amplitude	
enhanced	by	𝜒SB		è coupling	to	nucleon	transversity	
GPD:	

• S.	Goloskokov,	P.	Kroll,	Eur.	Phys.	J.	A	47,	112	(2011).
• S.	Ahmad,	G.	R.	Goldstein,	and	S.	Liuti,	Phys.	Rev.	D	79,		054014	(2009).
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DVMP:		𝜋0,	η @	6	GeV
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FIG. 16. The extracted structure functions vs t for the π0 (left column) [20] and η (right column). The top row presents data for the
kinematic point (Q2 = 1.38 GeV2, x B = 0.17) and bottom row for the kinematic point (Q2 = 2.21 GeV2, x B = 0.28). The data for the η is
identical to that shown in Fig. 13, with the vertical axis rescaled to highlight the difference in the magnitude of the cross sections for π0 and
η electroproduction. The data and curves are as follows: black circles, dσU/dt = dσT /dt + ϵdσL/dt ; blue triangles, dσT T /dt ; red squares,
dσLT /dt . The error bars are statistical only. The gray bands are our estimates of the absolute normalization systematic uncertainties on dσU/dt .
The curves are theoretical predictions produced with the models of Ref. [8].
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APPENDIX: STRUCTURE FUNCTIONS

The structure functions are presented in Table V. The first
error is statistical uncertainty and the second is the systematic
uncertainty.
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[Flavor	⊗ Spin]-Structure	Separation
• Hall	A:	D(e,e’𝜋0)pn–H(e,e’𝜋0)p,

• M.Mazouz et	al PRL	118	(2017)

• CLAS:	H(e,e’𝜋0)p ± H(e,e’η)p
• I.	Bedlinskiy PRC	95 (2017)
• V.	Kubarovsky SPIN2014
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cross sections are dominated by dσnT=dt and dσnTT=dt,
while the terms involving a longitudinal response are
compatible with zero within uncertainties and are in good
agreement with previous results off a proton target at the
same kinematics [18]. The neutron measurements are
compared to a calculation based on both quark helicity-
conserving GPDs and quark helicity-flip (transversity)
GPDs [14], and show good agreement for all structure
functions, with a slight overestimation of jdσnTT=dtj. The
experimental dσnL=dt term is also compatible with the VGG
model [29] based on chiral-even GPDs, which predicts
dσnL=dt < 4 nb=GeV2 for all t0 bins. Together with pre-
vious measurements of dσT=dt and dσTT=dt on the proton
[18] and extensive unseparated measurements before
[15–17], these new results provide strong support to the
exciting idea that transversity GPDs can be accessed via
neutral pion electroproduction in the high Q2 regime.
Within the modified factorization approach of [14],

dσT=dt and dσTT=dt are functions of hHTi and hĒTi, which
are convolutions of the elementary γ!q → q0π0 amplitude
with the transversity GPDs HT and ĒT ¼ 2 ~HT þ ET :

dσT
dt

¼ Λ
h
ð1 − ξ2ÞjhHTij2 −

t0

8M2
jhĒTij2

i
; ð7Þ

dσTT
dt

¼ Λ
t0

8M2
jhĒTij2: ð8Þ

In these equations ΛðQ2; xBÞ is a phase space factor [17]
and ξ≃ xB=ð2 − xBÞ is the skewness variable. For a proton
and a neutron target, the quark-flavor structures of jhHTij2
(neglecting strange quarks) are

jhHp;n
T ij2 ¼ 1

2

!!!!
2

3
hHu;d

T iþ 1

3
hHd;u

T i
!!!!
2

; ð9Þ

with similar equations for jhĒTij2. The different flavor
weights of the proton and neutron targets allow us to
separately determine jhHu

Tij and jhHd
Tij (similarly jhĒu

Tij
and jhĒd

Tij) by combining the data we report herein and π0

electroproduction cross sections on the proton measured at
the same kinematics as in Ref. [18]. The unknown relative
phase between the u and d convolutions is treated as a
systematic uncertainty in the separation. The flavor-
separated results assuming no relative phase between the
u and d convolutions are presented in Fig. 6, with the bands
indicating their variation when the phase takes all possible
values between 0 and π. This phase could be resolved with
exclusive pðγ!; ηpÞ data in the same kinematics [30].
Figure 6 shows that the magnitudes of the u-quark con-
volutions are larger than the d-quark convolutions for all t
bins. The results in Fig. 6 also demonstrate that the u-quark
nucleon helicity nonflip term jhĒu

Tij is larger than the
nucleon helicity flip term jhHu

Tij. The comparison to the
Goloskokov-Kroll model [14] shows good agreement for
jhHTij for both quark flavors but an underestimation for
jhĒu

Tij. The GPD HT parametrization is constrained in the
forward limit by the transversity parton distributions.
However, no similar experimental constraint is available

0.05 0.1 0.15

)2
b/

G
eV

µ (
dt

L
σ

d ∈+
dt

T
σ

d

-0.1

0

0.1

0.2

0.3

0.4

0.5

)n0πn(e,e'
)d0πd(e,e'

0.05 0.1 0.15
)2 (GeVt' )2 (GeVt'

FIG. 4. The ϕ-independent photoproduction cross sections
extracted from the fit, as functions of t0, and separated into
quasifree neutron and coherent deuteron contributions:
dσnT=dtþ ϵðdσnL=dtÞ and dσdT=dtþ ϵðdσdL=dtÞ. The data in the
left and right panels were obtained at E ¼ 4.45 and
E ¼ 5.55 GeV, respectively. The error bars show the statistical
uncertainty from the fit. The blue and magenta bands represent
the systematic errors. The solid lines are theoretical calculations
for the neutron from Ref. [14].
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systematic uncertainties. The solid lines are theoretical calcu-
lations for the neutron from Ref. [14].
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cross sections are dominated by dσnT=dt and dσnTT=dt,
while the terms involving a longitudinal response are
compatible with zero within uncertainties and are in good
agreement with previous results off a proton target at the
same kinematics [18]. The neutron measurements are
compared to a calculation based on both quark helicity-
conserving GPDs and quark helicity-flip (transversity)
GPDs [14], and show good agreement for all structure
functions, with a slight overestimation of jdσnTT=dtj. The
experimental dσnL=dt term is also compatible with the VGG
model [29] based on chiral-even GPDs, which predicts
dσnL=dt < 4 nb=GeV2 for all t0 bins. Together with pre-
vious measurements of dσT=dt and dσTT=dt on the proton
[18] and extensive unseparated measurements before
[15–17], these new results provide strong support to the
exciting idea that transversity GPDs can be accessed via
neutral pion electroproduction in the high Q2 regime.
Within the modified factorization approach of [14],

dσT=dt and dσTT=dt are functions of hHTi and hĒTi, which
are convolutions of the elementary γ!q → q0π0 amplitude
with the transversity GPDs HT and ĒT ¼ 2 ~HT þ ET :

dσT
dt

¼ Λ
h
ð1 − ξ2ÞjhHTij2 −

t0

8M2
jhĒTij2

i
; ð7Þ

dσTT
dt

¼ Λ
t0

8M2
jhĒTij2: ð8Þ

In these equations ΛðQ2; xBÞ is a phase space factor [17]
and ξ≃ xB=ð2 − xBÞ is the skewness variable. For a proton
and a neutron target, the quark-flavor structures of jhHTij2
(neglecting strange quarks) are

jhHp;n
T ij2 ¼ 1

2

!!!!
2

3
hHu;d

T iþ 1

3
hHd;u

T i
!!!!
2

; ð9Þ

with similar equations for jhĒTij2. The different flavor
weights of the proton and neutron targets allow us to
separately determine jhHu

Tij and jhHd
Tij (similarly jhĒu

Tij
and jhĒd

Tij) by combining the data we report herein and π0

electroproduction cross sections on the proton measured at
the same kinematics as in Ref. [18]. The unknown relative
phase between the u and d convolutions is treated as a
systematic uncertainty in the separation. The flavor-
separated results assuming no relative phase between the
u and d convolutions are presented in Fig. 6, with the bands
indicating their variation when the phase takes all possible
values between 0 and π. This phase could be resolved with
exclusive pðγ!; ηpÞ data in the same kinematics [30].
Figure 6 shows that the magnitudes of the u-quark con-
volutions are larger than the d-quark convolutions for all t
bins. The results in Fig. 6 also demonstrate that the u-quark
nucleon helicity nonflip term jhĒu

Tij is larger than the
nucleon helicity flip term jhHu

Tij. The comparison to the
Goloskokov-Kroll model [14] shows good agreement for
jhHTij for both quark flavors but an underestimation for
jhĒu

Tij. The GPD HT parametrization is constrained in the
forward limit by the transversity parton distributions.
However, no similar experimental constraint is available
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left and right panels were obtained at E ¼ 4.45 and
E ¼ 5.55 GeV, respectively. The error bars show the statistical
uncertainty from the fit. The blue and magenta bands represent
the systematic errors. The solid lines are theoretical calculations
for the neutron from Ref. [14].
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lations for the neutron from Ref. [14].
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cross sections are dominated by dσnT=dt and dσnTT=dt,
while the terms involving a longitudinal response are
compatible with zero within uncertainties and are in good
agreement with previous results off a proton target at the
same kinematics [18]. The neutron measurements are
compared to a calculation based on both quark helicity-
conserving GPDs and quark helicity-flip (transversity)
GPDs [14], and show good agreement for all structure
functions, with a slight overestimation of jdσnTT=dtj. The
experimental dσnL=dt term is also compatible with the VGG
model [29] based on chiral-even GPDs, which predicts
dσnL=dt < 4 nb=GeV2 for all t0 bins. Together with pre-
vious measurements of dσT=dt and dσTT=dt on the proton
[18] and extensive unseparated measurements before
[15–17], these new results provide strong support to the
exciting idea that transversity GPDs can be accessed via
neutral pion electroproduction in the high Q2 regime.
Within the modified factorization approach of [14],

dσT=dt and dσTT=dt are functions of hHTi and hĒTi, which
are convolutions of the elementary γ!q → q0π0 amplitude
with the transversity GPDs HT and ĒT ¼ 2 ~HT þ ET :

dσT
dt

¼ Λ
h
ð1 − ξ2ÞjhHTij2 −

t0

8M2
jhĒTij2

i
; ð7Þ

dσTT
dt

¼ Λ
t0

8M2
jhĒTij2: ð8Þ

In these equations ΛðQ2; xBÞ is a phase space factor [17]
and ξ≃ xB=ð2 − xBÞ is the skewness variable. For a proton
and a neutron target, the quark-flavor structures of jhHTij2
(neglecting strange quarks) are

jhHp;n
T ij2 ¼ 1

2

!!!!
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3
hHu;d

T iþ 1

3
hHd;u

T i
!!!!
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with similar equations for jhĒTij2. The different flavor
weights of the proton and neutron targets allow us to
separately determine jhHu

Tij and jhHd
Tij (similarly jhĒu

Tij
and jhĒd

Tij) by combining the data we report herein and π0

electroproduction cross sections on the proton measured at
the same kinematics as in Ref. [18]. The unknown relative
phase between the u and d convolutions is treated as a
systematic uncertainty in the separation. The flavor-
separated results assuming no relative phase between the
u and d convolutions are presented in Fig. 6, with the bands
indicating their variation when the phase takes all possible
values between 0 and π. This phase could be resolved with
exclusive pðγ!; ηpÞ data in the same kinematics [30].
Figure 6 shows that the magnitudes of the u-quark con-
volutions are larger than the d-quark convolutions for all t
bins. The results in Fig. 6 also demonstrate that the u-quark
nucleon helicity nonflip term jhĒu

Tij is larger than the
nucleon helicity flip term jhHu

Tij. The comparison to the
Goloskokov-Kroll model [14] shows good agreement for
jhHTij for both quark flavors but an underestimation for
jhĒu

Tij. The GPD HT parametrization is constrained in the
forward limit by the transversity parton distributions.
However, no similar experimental constraint is available
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E ¼ 5.55 GeV, respectively. The error bars show the statistical
uncertainty from the fit. The blue and magenta bands represent
the systematic errors. The solid lines are theoretical calculations
for the neutron from Ref. [14].

2
b/

G
eV

µ (
dt

T
σ

d

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

)n0πn(e,e'
)d0πd(e,e'

)2 - t (GeV
min

t

µ (
dt

L
σ

d

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

)2 - t (GeVmint

)2
b/

G
eV

µ (
dt

T
T

σ
d

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

)2 - t (GeVmint

)
)2

b/
G

eV
)2

b/
G

eV
µ (

dt
LT

σ
d

FIG. 5. Structure functions dσT=dt, dσL=dt, dσTL=dt, and
dσTT=dt as a function of t0 ¼ tmin − t for the neutron (blue)
and the deuteron (red). The filled bands around the points show
systematic uncertainties. The solid lines are theoretical calcu-
lations for the neutron from Ref. [14].

PRL 118, 222002 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
2 JUNE 2017

222002-5

–

for ĒT. The constraints on ĒT are mainly taken from lattice
QCD calculations [31].
In conclusion, we have separated the four unpolarized

structure functions of π0 electroproduction off the neutron at
Q 2¼1.75GeV2 and xB¼0.36 in the t0 range½0; 0.2#GeV2.
Similar measurements are obtained for coherent π0 electro-
production off the deuteron at xB ¼ 0.18. The latter are
found to be very small and according to theoretical expect-
ations. Neutron results show a dominance of the transverse
response confirming the transversity GPD approach for the
description of this process. By combining neutron and
proton results, we have performed the first flavor decom-
position of the u and d quark contributions to the cross
section. Additional information from η meson electropro-
duction will soon help constraint the relative phase between
the u and d quark contributions.
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Deeply Virtual Meson Production and Transversity GPDs

and f1 = 1.17fπ. The overall factor for the η meson is kη = 0.863. Using eu = 2
3

and ed = − 1
3 we will end up with equations

Fπ
i =

1
3
√

2
[2Fu

i + F d
i ]

kηF η
i =

1
3
√

6
[2Fu

i − F d
i ].

(8)

Experimentally we have access only to the |⟨Fπ
i ⟩|2 and |⟨F η

i ⟩|
2 (see Eq. 5). The final

equation for the ⟨HT⟩convolution reads
⎧
⎪⎪⎨

⎪⎪⎩

1
18

∣∣2⟨HT⟩u + ⟨HT⟩d
∣∣2 = |⟨HT⟩π |2

1
54

∣∣2⟨HT⟩u −⟨HT⟩d
∣∣2 = k2

η |⟨HT⟩η|2
(9)

and simular equations for ⟨̄ET⟩.
The solution of these equations will lead to the flavor decomposition of the transver-
sity GPDs ⟨HT⟩u and ⟨HT⟩d as well as ⟨̄ET⟩u and ⟨̄ET⟩d. However the convolution
integrals have real and imaginary parts. So it is impossible to solve these equa-
tions unambiguously with only two equations in hands. As a guidance we can esti-
mate the form factors if we suppose that the relative phase ∆φ between ⟨HT⟩u
and ⟨HT⟩d equals 0 or 180 degrees. Ignoring an overall phase, the form factors
are then real and we arbitrarily choose the solution with ⟨HT⟩u and ⟨̄ET⟩u pos-
itive. Fig. 3 presents ⟨HT⟩u, ⟨HT⟩d, ⟨̄ET⟩u and ⟨̄ET⟩d for one kinematic point
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CLAS
Q2=2.2GeV2

xBj =	0.27
Assume	σT≫σL

Hall	A
Q2=1.75	GeV2

xBj =	0.36

Error	boxes	are	
phase	ambiguity,	
resolvable	with	η
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NPS cantelevered off SHMS platform NPS on SHMS platform

Detector
Detector

Magnet

Magnet

NPS angle range: 25 – 60 degreesNPS angle range: 5.5 – 30 degrees

� The Neutral Particle Spectrometer (NPS) is envisioned as a facility in Hall C,
utilizing the well-understood HMS and the SHMS infrastructure, to allow for
precision (coincidence) cross section measurements of neutral particles (g and p0).

PbWO4NPS

� Global design of a neutral-particle spectrometer between 5.5 and 60 degrees
consists of a highly segmented, crystal-based electromagnetic calorimeter
preceded by a sweeping magnet

Neutral Particle Spectrometer 
(NPS)

Hall	C:NPS
NSF	MRI	+	JLab
PbWO4	+	Sweep	
magnet

Hall	A
2014–2016
H(e,e’𝜸)X	
H(e,e’𝜸 𝜸)X

CLAS12
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CLAS12	First	Physics	Run:		Jan	11-May	7		2018

• 0.3%	of	data	analyzed.
• Calibrations	in	continuous	
progress

• More	data	in	Fall	2018

V.Burkert,	L.Elourdrhiri,	F.X.Girod,
Nature	557 (2018)	396
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W<2	
GeV

Previous,	present,	+	approved



Hall	A:		Deep	𝜋0,	Ee =	7.4	GeV
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Preliminary	results:
Mongi Dlamini (Ohio	U.)

• H(e,e’𝜸𝜸)X
M𝜸𝜸

MX
2

,			xB =	0.36



AUL	projections	for	protons
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CLAS	12	TCS
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• Two	bins	in	s
• Lowest	bin	in	Q’2

• t-dependence	of	
Interference	
observable

• Illustrative	GPD	
models

• Ratio	of	e+e– à Hadrons	/	di-muons
versus	e+e– mass



Leading	Order	(LO)	QCD	Factorization	
of	DVES

P-Δ/2

DA(z)

Gluon	and	quark	GPDs	enter	to	same	
order	in	aS.	

SCHC: sL~	[Q2]-3 sT~	[Q2]-4

Spin/Flavor	selectivity	

+

+

[Gluon GPDs in 
Diffractive channels only]

DA(z)z

x+ξ x-ξ

Dµ

x+ξ x-ξ

P +Δ/2 GPD(x,ξ,t=D2)

zg*

x+ξ x-ξ

DA(z)z
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Vector	mesons
• 𝜙:		JLab12	kinematics,	predictions:

• Gluon	GPDs	+	≤20%	gluon⊗strange

• J/Psi:		seen	in	Hall	D.	
• Threshold	production	à large	–tmin.		
• CLAS12	search	for	LHCb J/𝝍⊗p states

• ρ,	𝜔
• Slow	approach	to	longitudinal	
dominance	in	HERA	ρ data

• Unexplained	enhancement	in	ρ-
production	at	low	W2	in	CLAS	data.

• Helicity	violating	amplitudes	è
Transversity	GPDs	à la pseudo-scalars?

• 𝜔:		strong	violation	of	SCHC	@	CLAS
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Deep	rho,														Deep	phi
S.	Goloskokov,	P.	Kroll	EPJC	50 (2007)	829

• Calculations	of	S.	Goloskokov,	P.	Kroll	EPJC	50 (2007)	829
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ρ0 and φ cross sections
Fit to all σL(T ) data Q2 ≃ 3 . . . 100GeV2, W ≃ 5 . . . 180GeV (parameters aV j)

BL,T
1 = BL

2 = 0, BT
2 = 0.1, fT /fL = 0.8 (Goloskokov-K (06)(07))
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at � � � � �Q2�=�4�GeV2 E665 ( ), HERMES (•), CORNELL ( )

ZEUS ( ), H1 ( ), CLAS (◦)
double distribution model too simple for valence quarks for large ξ?

breakdown of handbag physics? Lacking nucleon resonances?
PK 8

838 S.V. Goloskokov, P. Kroll: The longitudinal cross section of vector meson electroproduction

Fig. 7. The longitudinal cross section for
φ production at W = 75 GeV. Data are
taken from [17] (open triangles), [46] (solid
squares) and [47] (open squares). Left: full
(dashed, dash-dotted, dotted) line represents
the handbag predictions for the cross sec-
tion (gluon, gluon–sea interference, sea con-
tribution). Right: predictions for the cross
section with error bands resulting from the
Hessian errors of the CTEQ parton distribu-
tions (full line) and predictions compared to
the leading-twist result (dashed line)

Fig. 8. The longitudinal cross section for ρ
production at W = 75 GeV. Data are taken
from [15, 48] (solid squares) and [16] (open
squares). For further notation, cf. Fig. 7

most cases (an exception is set for instance by the PDFs de-
termined in [37, 38]), provided that these PDFs are treated
in analogy to the CTEQ6M set, i.e. that they are fitted to
the expansion (25) by forcing them to behave Regge-like
with powers δi as described above, if necessary readjust-
ing the transverse size parameters. Straightforward evalu-
ation of the GPDs from the various sets of PDFs and fixed
transverse size parameters lead to cross sections which dif-
fer markedly stronger than the error bands indicate. For
examples, see [7, 8]. The results obtained with the modi-
fied perturbative approach are in remarkable agreement
with the HERA data, while the leading-twist results are
clearly in excess to experiment, with a tendency, however,
of approaching the data and the predictions from the modi-
fied perturbative approach at Q2 ≃ 40 GeV2. This in turn
tells us that the effect of the transverse quark degrees of
freedom in combination with the Sudakov suppression be-
comes small for such values of Q2, while being very im-
portant at lower Q2. Similar observations have also been
made by Ivanov et al. [49]. In their next-to-leading order

Fig. 9. The longitudinal cross section for
φ (left) and ρ (right) production versus Q2

at W = 5 (solid line) and 10 GeV (dashed
line). Data at W = 5 GeV, shown as solid
circles, are taken from HERMES [50] (for φ,
preliminary) and [51] (for ρ). The open tri-
angle presents the E665 [52] data point at
W = 10 GeV. For further notation, cf. Fig. 7

leading-twist calculation of vector meson electroproduc-
tion, large perturbative logs occur, which partly cancel the
leading-order term, bringing the leading-twist result closer
to experiment.

In Fig. 9 we show the results for σL at W = 5 and
10 GeV and compare them to the data from
HERMES [50, 51] and the FERMILAB experiment
E665 [52]. Again we observe good agreement with ex-
periment. The slopes of the differential cross section are
somewhat smaller at lower energies than those at the
HERA energy shown in Fig. 5. For instance at W = 5 GeV
and Q2 = 4 GeV2, we obtain 5.0 GeV−2 for ρ produc-
tion and 4.8 GeV−2 for the case of the φ. As of yet, the
HERMES collaboration has only provided preliminary re-
sults for these slopes: 6.32±0.72GeV−2 at Q2 = 3.7 GeV2

for ρ [53] and 4.6± 1.2 GeV−2 averaged over the range
0.7 ≤ Q2 ≤ 5 GeV2 for φ production [54]. A slope for ρ
production that is considerably larger than that for φ
production is difficult to get in the handbag approach. Al-
though it seems tempting to assign such an effect to the

e	p	à e	p	ρ e	p	à e	p	𝜙 e	p	à e	p	𝜙

Leading	
Order

Sudakov
suppression

• Vector	and	pseudo-scalar	mesons	show	evidence	for	Hard/Soft	separation	➜
[nucleon	structure]	⊗ [𝜸*àmeson	amplitude].

• Strong	corrections,	new	amplitudes	for	Q2 ≤	10	GeV2.
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What	about	the	Ji	Sum-Rule?
• limt→0 ∫xdx[Hf(x,ξ,t)+Ef(x,ξ,t)] =	2	Jf

• Skewing	effects,	Extracting E	?
• u,d flavor	separations	from	proton,	neutron
• E(n) dominates	unpolarized n(e,e’𝜸)nèCLAS12	RG-B
• E(p)	requires	transversely	polarized	targets

• HDice for	CLAS12
• NH3,	3He	with	SOLiD	or	TCS?

• Glue	from	Deep	𝜙 at	JLab12		and	Deep	𝜙 &	J/𝝍 at	EIC
• ~50%	of	momentum	sum	rule	comes	from	gluons
• ~50%	of	gluon	momentum	is	at	xg >0.1
• Important	role	for	JLab12!
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Constraints	on	Ji	Sum	Rule
• Hf(x,0,t)	valence	essentially	known	from	fits	to	
F1f(–t)⊗	qf(x)							….			Diehl	(2013),	Ahmad	(2007)

• Measure	Hf(x,x,t)	à	Determines	DD	Profile	function	
• Calibrate	“skewing	effect”

• Ef(x,0,t)	constrained	from	F2f(–t)	and	assumption	ef(x)	
does	not	change	sign.

• Test	this	assumption
• x≈0.1	COMPASS	⊕	x≈0.4	JLab12	⊕	Lattice	QCD	⊕	…

• Transverse	polarization	data	+	Theory	+	Models	è	
Tight	constraint	on	𝑞 − 𝑞:	contribution	to	Ji	Sum	Rule	
from	JLab	12	GeV	era.

• Need	the	EIC	to	constrain	the	sea	&	gluons
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Spatial	Imaging	with	the	EIC

• Improved	neutron	DVES	via	tagging	of	spectator	
proton	over	full	range	of	Deuteron	wave-function

• Precision	DVES	measurements	with	transverse	
polarized	targets

• Exclusive	DVES	on	nuclei
• Low-xB,high Q2:		Imaging	gluons	and	the	quark-sea	
in	the	nucleon	and	in	nuclei

• n-p	density	differences	in	N>Z	nuclei	≌ u-d	differences	in	
GPDs	of	N>Z	nuclei
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DVCS	on	the	Proton	at	the	EIC:		
Transverse	Imaging	vs	xB

• Tagging	the	recoil	protons	over	the	
full	momentum	range is	essential	
for	precision	imaging

• Repeat	with	L	&	T	polarized	beam	
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Diffractive	DIS	and	DVES:	gaining	a	factor	5000.
•		EIC	Luminosity⊗Acceptance =	HERA	× (100x50)
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Acceptance for p’ in DDIS 

Acceptance in diffractive peak (XL>~.98)
           ZEUS: ~2%
           JLEIC: ~100%

JLEIC ZEUS 
Leading Proton Spectrometer

Region 2 (Hi. Res)

Region 1

31 

t

XL

1

Pt

0.2

0.994 1XL

(GeV)

(GeV2)

0

1

2.5

2 T•m Dipole

20 T•m Dipole

/DVES

Tagging essential for exclusivity

• Full proton	
detection	
acceptance	
to	“Beam-
Stay-Clear	
(BSC)”	limit	
of ∼10×rms	
emittance:

• JLEIC:	
θp >	3	mrad
OR	
|ΔpL/p0|	≈	xBj
>	0.003



DVES	on	Nuclei
• Precision	charge	densities	
measured	in	1970s	 ☛

• “Neutron	Skin”	of	heavy	
nuclei	has	implications	for	
nuclear	equation	of	state	&	
neutron	star	structure.

• p–n ≅ u-quark	– d-quark
• 𝝆,ω:	DVES	amplitude	has	
charge	weight	eu∓ed.

• q	+	q-bar

• Gluon	profiles	of	nuclei	from	
J/𝛹 and	𝜙
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to + 0.05/o by the field maps of the SP900 spec-
trometer. Scattering angles were checked to be
accurate to +0.05'. The incident beam current
was measured by ferrite monitors and a Faraday
cup. The scattered electrons were detected using
the standard focal-plane equipment. ' Special at-
tention was paid to long-term stability which was
found to be better than a 2%. The overall detec-
tion efficiency was obtained by normalizing the
angular distribution measured to the Stanford Lin-
ear Accelerator Center' (SLAC) and the Universi-
ty of Mainz' measurements of "'Pb cross sec-
tions at 1.7 fm ', where both sets of data closely
agree. The normalization has been determined
to +3%; it was verified by measuring "C cross
sections" at low momentum transfers.
The target of 217+ 2 mg/cm' '"Pb (99.14/o) was

held between two aluminum foils. Rater circulat-
ing between the aluminum foils cooled the target,
and allowed the use of an average beam intensity
of 20 pA necessary to measure cross sections
down to 10 '0 mb/sr. Aluminum and oxygen con-
tributions were separated by recoil energy dif-
ference. Background was absent.
The experimental results are shown in Fig. 1,

together with previous 502-Me V data taken at
SLAC.' The data now span 12 decades.
The data analysis has been performed accord-

ing to Sick." The density is expanded on a basis
of a sum of Gaussians, the amplitudes of which
are fitted to the data. The limitation to full mod-
el independence comes in through the use of Gauss-
ians of finite width. This restricts the ampli-
tudes of unmeasured high-frequency Four ier com-
ponents of p(r). According to present theoretical
understanding the amplitudes of such components
are expected to be severely limited; this is due
to the Schrodinger equation that strongly couples
second derivatives of nucleon wave functions to
known energy eigenvalues. The width parameter
used, y = 1.388 fm, allows one to reproduce a num-
ber of theoretical 2 'Pb densities" "with less
than 0.1% deviation and therefore provides enough
flexibility to reproduce any fine structure in p(r)
occurring in presently existing theoretical densi-
ties.
The error bars on the resulting density are

hence expected to include a realistic estimate
for the completeness error (due to the finite q „).
In order to get the most reliable estimate for

p(r), we have included in our analysis all data
concerning electromagnetic information on ' Pb.
The result presented here is based on the most
recent data published by different laboratories
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FIG. 1. (a) Cross sections at E, =502 MeV as a func-
tion of effective momentum transfer. The parameters
(Ref. 12) of the fit are also given: y=1.388. (b) Devia-
tion between fit and data used; the curve shows the dif-
ference to the fit of Ref. 7.

[Fig. 1(b)]. This includes the present electron-
scattering data (34 points, q= 1.7-3.7 fm '),
SLAC data' (87 points, 0.5—2.7 fm '), the Univer-
sity of Mainz data' (17 points, 0.6 —1.8 fm '), and
the Technical University of Darmstadt data" (12
points, 0.3—0.8 fm '). We have also taken into
account the five muonic x-ray transition ener-
gies" "that provide additional information on
p(r) Howeve. r, for the present fit, we have dis-
carded the 289-Me& data points measured recent-
ly at the University of Mainz' between 1.8 and 2.3
fm '. These points strongly disagree (Fig. 1)
with both the present and SLAC data. (The dis-
crepancy observed can probably be assigned to a
difference in energy calibration. The steep dif-
fraction minimum causes a strong energy depen-
dence in the "C cross sections" relative to which
the University of Mainz Pb data' have been nor-
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Gluon	Imaging	of	Nuclei:		Deep-𝜙
• Luminosity	per	nucleus	
~1/A.

• dσ/dt(t=0)	~	A2

• 𝑡 ≈ Δ-& resolved	by	
AZ(e,e’K+K–)X kinematics

• Recoil	nucleus	lost	in	
10σ	Beam	envelope

• Break-up	channels	
vetoed	by	ZDC	&	
forward	trackers
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Nuclear	DVES	and	Exclusivity:		208Pb
• Unresolved	bound-
excited	states	
smooth	out	
diffraction	pattern.

• 3–(2.6MeV),
5–(3.2	MeV),	
2+(4.1MeV),
4+(4.3MeV)

• In	DVES@EIC,	𝛾-
cascade	boosted	
(×40	JLEIC,	×100	eRHIC)

• High	Resolution	
(PbWO4)	forward	
EMCal can	veto	
(~50%)	E𝛾 >100	MeV
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• Doubly	Magic	nuclei,		
bound-state	decay-
energies	are	large



EIC	Users	Group:	788	members
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• 788	Members
• 169	Institutions
• 29	Countries
• Join	us!
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Double-Distribution	GPDs	at	x=±ξ

Compton	Form	Factor:								ξ=xBj/(2–xBj)
Im[Hf(ξ,Δ2)] = π[Hf(ξ,	ξ,	Δ2)– Hf(–ξ,	ξ,	Δ2)]

.

Profile	functions h(α,β) arbitrary	(symmetric	in	a,b):

Use:	

M.	Burkardt,	arXiv:0711.1881
Δ⊥:  Fourier Conjugate to r⊥, the transverse spatial separation 
between the active parton and the transverse spatial Center-of-
Momentum of the spectator system.

 
ξ Im H f ξ,Δ

2( )#$ %& = π dβ qf (β )+ qf (β )#$ %&0

xBj

∫ hf (α ,β )#$ %&α=1−β /ξ e
Δ2B1 f (β )

Δ2 = −
4ξ 2M 2 + Δ⊥

2

1−ξ 2
h(α ,β ) = N1

1− β( )2 −α 2$
%

&
'

1− β( )3
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Deep	𝜔
• L.	Morand [CLAS]	EPJ	A	24,	(2005)	445.

• r0,004 ≈	0.5	à σT ∼ σL
• r1,–104 ≈	–0.2	à SCHC

• 𝜸*T à 𝜔L

• 𝜸*L à 𝜔T

• 𝜸*(±)	à 𝜔(∓)

18	June	2018 GPDs:	JLab->EIC,	C.Hyde 39
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W(cos θN , ϕN , φ) =
3
4π

[
1
2
(1 − r04

00) +
1
2
(3r04

00 − 1) cos2 θN −
√

2Rer04
10 sin 2θN cos ϕN − r04

1−1 sin2 θN cos 2ϕN

−ε cos 2φ(r1
11 sin2 θN + r1

00 cos2 θN −
√

2Rer1
10 sin 2θN cos ϕN − r1

1−1 sin2 θN cos 2ϕN )

−ε sin 2φ(
√

2Imr2
10 sin 2θN sin ϕN + Imr2

1−1 sin2 θN sin 2ϕN )

+
√

2ε(1 + ε) cos φ(r5
11 sin2 θN + r5

00 cos2 θN −
√

2Rer5
10 sin 2θN cos ϕN − r5

1−1 sin2 θN cos 2ϕN )

+
√

2ε(1 + ε) sin φ(
√

2Imr6
10 sin 2θN sin ϕN + Imr6

1−1 sin2 θN sin 2ϕN )
]

, (6)

where the parameters rα
ij , hereafter referred to as matrix elements, are related to the ω spin density matrix:

r04
ij =

ρ0
ij + εRρ4

ij

1 + εR
; rα

ij =
ρα

ij

1 + εR
for α = 1, 2 ; rα

ij =
√

R
ρα

ij

1 + εR
for α = 5, 6. (7)
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Fig. 17. (Color online) Distributions of acceptance-weighted
and background-subtracted counts as a function of ϕN . The
curves correspond to fits with eq. (9), with the resulting r04

1−1

and its statistical uncertainty indicated on each distribution.
The systematic uncertainty on this matrix element is estimated
at 0.042. See also the legend of fig. 16.

Alternatively, the 15 matrix elements rα
ij may be ex-

pressed in terms of moments of the decay distribution
W(cos θN ,ϕN ,φ) [30]. This method of expressing mo-
ments includes the background contribution under the ω
peak (about 25%). It yields compatible results with the
(background-subtracted) 1D projection method for r04

00
and r04

1−1. It was used to study the t-dependence of rα
ij and

to evaluate the systematic uncertainties in their determi-
nation. Results for the forward γ∗p → ωp reaction (t′ <
0.5 GeV2) are given in fig. 18. Systematic uncertainties
originate from the determination of the MC acceptance.
The main source of uncertainties was found to be the fi-
nite bin size in φ. Calculations with different bin sizes (see
table 1) and checks of higher, unphysical, moments in the
event distribution led to systematic uncertainties of 0.02
to 0.08, depending on the rα

ij matrix element. In addition,
cuts in the event weights were varied, resulting in a sys-
tematic uncertainty of about 0.03 for all matrix elements.
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Fig. 18. (Color online) rα
ij extracted with the method of mo-

ments for 8 bins in (Q2, xB) and for t′ < 0.5 GeV2. The
location and size of each graph correspond to the (Q2, xB)
range over which the data is integrated, but the scale is the
same on all graphs. The abscissa on each graph corresponds
to the following list of matrix elements: r04

00, Rer04
10, r04

1−1, r1
00,

r1
11, Rer1

10, r1
1−1, Imr2

10, Imr2
1−1, r5

00, r5
11, Rer5

10, r5
1−1, Imr6

10,
Imr6

1−1. The filled symbols (red online) indicate those ma-
trix elements which are zero if SCHC applies. The 16th entry
(empty circle, blue online, in some cases off scale) is the com-
bination of rα

ij given by eq. (11). Error bars include systematic
uncertainties added in quadrature.

Finally, the rα
ij matrix elements were also extracted

using an unbinned maximum-likelihood method. Results
were compatible with the first two methods. In view of the
φ-dependence of the acceptance (see fig. 9), this method
was used for checking the validity of the rα

ij determination
when restricting the φ range taken into consideration in
the fit.

These studies lead to the conclusion that SCHC does
not hold for the reaction γ∗p → ωp, not only when con-
sidering the whole t range (fig. 17), but also, though to a
lesser extent, in the forward direction (fig. 18). For SCHC,
all matrix elements become zero, except five: r04

00, r1
1−1,

Imr2
1−1, Rer5

10, Imr6
10 and these are not all independent;
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Fig. 1. Schematic representations of the t-channel exchange
(left) and of the handbag diagram (right) for exclusive vector
meson electroproduction.

inelastic scattering experiments and their first moment
links them to the elastic form factors of the nucleon.
Their second moment gives access to the sum of the quark
spin and the quark orbital angular momentum in the nu-
cleon [8]. The process under study may be represented
by the so-called handbag diagram (fig. 1). Its amplitude
factorizes [10] into a “hard” process where the virtual
photon is absorbed by a quark and a “soft” one contain-
ing the new information on the nucleon, the GPD (which
are functions of x and x′, the momentum fraction carried
by the quark in the initial and final states, and of t, the
squared four-momentum transfer between the initial and
final protons). The factorization applies only to the tran-
sition, at small values of −t, between longitudinal pho-
tons (L) and helicity-0 mesons, which is dominant in the
Bjorken regime. Because of the necessary gluon exchange
to produce the meson in the hard process (see fig. 1), the
dominance of the handbag contribution is expected to be
reached at a higher Q2 for meson production than for pho-
ton production (DVCS). Nevertheless, recent results on
deeply virtual ρ production show a qualitative agreement
with calculations based on the handbag diagram [11,12].
Vector meson production is an important complement to
DVCS, since it singles out the quark helicity-independent
GPD H and E which enter Ji’s sum rule [8] and allows, in
principle, for a flavor decomposition of these distributions
(see, e.g., ref. [13]).

Apart from early, low-statistics, muon production ex-
periments at SLAC [14,15], the leptoproduction of ω-
mesons was measured at DESY [16], for 0.3 < Q2 <
1.4 GeV2, W < 2.8 GeV (xB < 0.3), and then at Cor-
nell [17], in a wider kinematical range (0.7 < Q2 <
3 GeV2, W < 3.7 GeV) but with larger integration
bins. These two experiments yielded cross-sections differ-
ing by a factor of about 2 wherever they overlap (around
Q2 ≃ 1 GeV2). The DESY experiment also provided the
only analysis so far, in electroproduction, of the ω spin
density matrix elements, averaged over the whole kine-
matical range. This analysis indicated that, in contrast
with ρ electroproduction, there is little increase in the ra-
tio R of longitudinal to transverse cross-sections (σL/σT )
when going from photoproduction to low Q2 electropro-
duction. More recently, ω electroproduction was measured
at ZEUS [18], at high Q2 and very low xB, in a kinematical
regime more sensitive to purely diffractive phenomena and
to gluons in the nucleon. Finally, there is also unpublished
data from HERMES [19].
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Fig. 2. (Color online) Kinematical range covered by this and
previous [16–19] ω electroproduction experiments. The lines
are indicative of the total coverage in Q2 and xB of previous
experiments.

The main goal of the present experiment was to reach
the highest achievable Q2 values in exclusive meson elec-
troproduction in the valence quark region. In the specific
case of the ω production, it is to test which of the two
descriptions —with hadronic or quark degrees of freedom,
more specifically t-channel Regge trajectory exchange or
handbag diagram— applies in the considered kinematical
domain (see fig. 2). For this purpose, the reduced cross-
sections σγ∗p→ωp were measured in fine bins in Q2 and
xB, as well as their distribution in t and φ (defined be-
low). In addition, parameters related to the ω spin den-
sity matrix were extracted from the analysis of the angular
distribution of the ω decay products. If the vector meson
is produced with the same helicity as the virtual photon,
s-channel helicity conservation (SCHC) is said to hold.
From our results, the relevance of SCHC and of natural-
parity exchange in the t-channel was explored in a model-
independent way. These properties have been established
empirically in the case of photo- and electroproduction of
the ρ-meson (see, e.g., ref. [20]), but may not be a general
feature of all vector meson production channels.

This paper is based on the thesis work of ref. [21],
where additional details on the data analysis may be
found.

2 Experimental procedure

We measured the process ep → epω, followed by the decay
ω → π+π−π0. The scattered electron and the recoil pro-
ton were detected, together with at least one charged pion
from the ω decay. At a given beam energy E, this process
is described by ten independent kinematical variables. In
the absence of polarization in the ep initial state, the ob-
servables are independent of the electron azimuthal angle
in the laboratory. Q2 and xB are chosen to describe the
γ∗p initial state. The scattered electron energy E ′ and,
for ease of comparison with other data, the γ∗p center-
of-mass energy W will be used as well. t is the squared
four-momentum transfer from the γ∗ to the ω, and φ the



DVCS/DVMP	with	CLAS	at	12	GeV
• 80	days	on	H2 target	at	~1035 /cm2/s

• DVCS/Vector	Meson	production/	TCS	with	low-Q2 tagger	concurrent
• 120	days	on	Longitudinally	Polarized	NH3 target

• Total	Luminosity	1035 /cm2/s,	dilution	factor	~1/10
• 90	days:		D(e,e’gn)pS
• 4He(e,e’ ga)	with	upgraded	BoNUS detector

• GEM	based	radial	TPC	for	recoil	a-detection
• Ambitions/options	for	Transversely	polarized	targets

• NH3 target	has		5	T	transverse	field
• need	to	shield	detectors	from	“sheet	of	flame”
• Reduce	(Luminosity)•(Acceptance)	by	factor	of	10	(my	guess)

• HD-ice	target:	Transversely	polarized	H
• 110	Days	approved
• Luminosity•(polarization)2 not	yet	known

18	June	2018 GPDs:	JLab->EIC,	C.Hyde 40



Exclusive	r0àpp L/T	separation	
from	SCHC		
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Impact	of	Hall	A+C	DVCS	
Kinematics

18	June	2018 GPDs:	JLab->EIC,	C.Hyde 42

W<2GeV

• Multiple	Energy	
settings	at	key	
(xB,	Q2) settings.

• Expanded	reach	in
xB and	Q2.

• Beam	time
adjusted	for	
≈equal	
statistics	
in	each	bin
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Projections DVCS

DVCS: Energy separation setting (Q2 = 3.4 GeV2, xB = 0.5)

Eb = 8.8 GeV Eb = 11 GeV
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Projections DVCS

DVCS: high-Q2 and low-xB extension

Q
2 = 10 GeV2, xB = 0.6 Q

2 = 3 GeV2, xB = 0.2

0

0.5

1

2-t(0.477 - 0.758) GeV

-0.16

-0.05

0.05

0.16

0

0.5

1

2-t(0.758 - 0.895) GeV

-0.16

-0.05

0.05

0.16

0

0.5

1

2-t(0.895 - 1.061) GeV

-0.16

-0.05

0.05

0.16

0

0.5

1

2-t(1.061 - 1.314) GeV

-0.16

-0.05

0.05

0.16

0

0.5

1

2-t(1.314 - 1.964) GeV

-0.16

-0.05

0.05

0.16

(0-360) degφ

)
4

 (
p

b
/G

e
V

φ
d

td
B

d
x

2
)/

d
Q

-
σ

-d
+

σ
(d

)
4

 (
p

b
/G

e
V

φ
d

td
B

d
x

2
/d

Q
σ

d

BH 
Projected cross -section 

12 days 1 day
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Partonic	Structure	of	the	Nucleon
Studying	matter	as	it	is	illuminated	by	a	light-front

• DIS:		H(e,e’)X
• Longitudinal	(light-cone)	Momentum	
distributions

• Elastic	Electro-Weak	Form	Factors:	
H(e,e’)p…

• Fourier	Transform	of	spatial	impact-parameter	
distributions

• 2-D	formalism	fully	compatible	with	Q.M.	and	
Relativity

• Generalized	Parton	Distributions
Deeply	Virtual	Exclusive	Scattering

• eNà eNg,		eNà eN(p, r, f),	etc
• Correlations	of	longitudinal	momentum	
fraction	with	transverse	spatial	position

x

y

z
P

xP+

x

y

z
P

b

x

y

z
P
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DVCS	:	CLAS12	Run	Group	A
• 0.3%	of	statistics	on	tape.
• Calibrations	in	continuous	progress
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Deep	𝜋0 :	CLAS12	Run	Group	A
• 0.3%	of	the	statistics	on	tape.
• Calibrations	in	continuous	progress
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CLAS	12	Exclusive	
J/Y

18	June	2018 GPDs:	JLab->EIC,	C.Hyde 48

• Threshold	region poorly	measured

• CLAS	12:
• Full	t-
distrbution

• fine	bins	in
s at	threshold

• SoLID,
• Electro-
production

• Polarized	
Target



Example	Regge-Inspired	Model	of	GPDs
M.Diehl, … EPJC 73 (2013)
(also S. Liuti et al.)
Hf(x,0,Δ2) = qf(x)exp[Δ2 B1f(x)]
Ef(x,0,Δ2) = ef(x)exp[Δ2 B2f(x)]
• qf(x): ABM2011

ef(x) = κf Nf x–αf (1-x)–βf (1-γf x1/2)
• Bnf(x) =αfʼ (1-x)3log(1/x) + Anf x(1-x)2

+ Bnf (1-x)3

• Fit:
∫dx Hf(x,0,Δ2) = F1f(–Δ2)
∫dx Ef(x,0,Δ2) = F2f(–Δ2)

Compton	Form	Factors:							ξ=xBj/(2–xBj)
Im[Hf(ξ,Δ2)] = π[Hf(ξ,	ξ,	Δ2)– Hf(–ξ,	ξ,	Δ2)]

Profile	functions h(α,β) arbitrary	(symmetric	in	a,b):
 
ξ Im H f ξ,Δ

2( )#$ %& = π dβ qf (β )+ qf (β )#$ %&0

xBj

∫ hf (α ,β )#$ %&α=1−β /ξ e
Δ2B1 f (β )

h(α ,β ) = N1
1− β( )2 −α 2$

%
&
'

1− β( )3
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