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Λ Baryons
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Figure 1: The ⇤ ! p⇡� decay in the ⇤ frame is shown with the ⇤ spin axis ~P⇤.
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V. Burkert, et al. NIM A 2020.
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CLAS12 Preliminary

Fit Info:
/NDF = 5.332χ

 0.014± = 0.529 α
 0.03±n = 2.00 

 0.00010 GeV± = 0.00676 σ

 0.00 GeV± = 1.12 µ
 349± = 1.22e+05 sigN
 0± = 4.52e+05 bgN

 Invariant Mass-πp
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/NDF = 9.182χ

 0.020± = 0.652 α

 0.96±n = 3.97 

 0.00010 GeV± = 0.00788 σ

 0.00 GeV± = 1.12 µ

 312± = 9.76e+04 sigN

 5± = 1.21e+05 bgN

 Invariant Mass-πpData MC

• Λ polarization is easily accessible from the 
Λ → p𝜋! channel:

𝑑𝑁
𝑑Ω"

∝ 1 + 𝛼𝑃 ⋅ .𝑛"

• Same channel will be studied at the EIC



Domain-Adaptation
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P. Lippe. UVA deep learning tutorial 11: Normalizing flows for image modeling, 2022. 

Domain-Adversarial Training Normalizing Flows

No NF NF

Transform latent representation of data to an MC-
like distribution
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NF work by Rowan Kelleher



Thank you!



Normalizing Flows

• Normalizing flows (NFs) are generative models that can 
learn the probability density function of a complex 
distribution.

• NFs transform a simple probability distribution to a more 
complex distribution via a sequence of invertible, 
differentiable functions.

• NFs were trained to model the latent representation of 
simulation Lambda events (background and signal) as 
well as data events, allowing for a transformation from 
data to an MC-like distribution

• Classification of Lambda signal events on transformed 
data flattened the figure of merit curve significantly, 
improving generalizability

NF not applied

NF applied

4Slide from Rowan Kelleher
P. Lippe. UVA deep learning tutorial 11: Normalizing flows for image modeling, 2022. 


