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Highlights:

This week we held our annual FEL Users and Laser Processing Consortium meeting.  By all accounts it was a very successful meeting.  We had approximately 100 attendees from universities, national laboratories, government agencies and industry. The morning program included a special talk by Michael Deitchman, the deputy chief of Naval Research. His topic was ONR’s interest in supporting basic and applied research using the capabilities of the FEL Facility. This talk was well received and generated significant discussions during the meeting.  The program for the meeting is posted on the FEL website and all of the invited and user presentations will be posted on this site in the near future. The afternoon sessions were particularly sparked by new results presented from the NASA nanotube, Harvard-MGH biomedical, and Cornell THz user collaborations. We thank Gwyn Williams and Michael Kelly for planning the User Meeting, and Michael Marcolini for planning the student poster session.

We were fortunate to produce in time for the User meeting a very graphic demonstration of the tunability of the FEL. After press time of last week’s report on Friday, we scanned the laser output from 0.7 microns to 4.8 microns in a few seconds using the broad-band, hole-output coupler mirror.  This configuration produces only low power (< 100 watts), but it is much higher power than available from table top lasers and is very useful for spectroscopic applications.  We have to check the FEL category in Guinness but this may represent a tunability range record for FELs.

In the campaign to push the machine to higher powers at 1.6 microns, we have achieved 6.5kW with ms long pulses. As we push the pulse length to cw values, the lasing efficiency drops for reasons we have yet to quantify. We see no changes in mirror heating or measured e-beam parameters. During Wednesday’s user meeting we looked at possible effects of drifting injector voltages to quantify this potential variable.

On Tuesday night we had run for the THz interferometer team from Cornell, and on Thursday and today, the FEL delivered 1-2 micron IR light to the Harvard –MGH team to continue their studies of differential heating of lipids. 

Management:

Most of the groups’ attention was taken with the final preparation and participation in this week’s FEL User Meeting.   We were pleased to host several important Navy and AF visitors at the User meeting, Mike Deitchman for ONR, Comm. Brian Tait and Dr. Tom Schriempf from NAVSEA PMS-405, and Mr. John Eric from the AFRL.

Concurrent with the first day of the User meeting (March 8th) we held meetings of the FEL Program Advisory Committee and the Jefferson Lab Industrial Advisory Committee. Both meetings had full attendance and the committee’s reports will be forwarded to management.

On the second day of the User meeting (March 9th), we held two user workshops: (1) a micromachining working group co-chaired by Henry Helvajian (from Aerospace Corp) and Michael Kelley to plan the initial use of the Aerospace LMES end station; and 2) a bioscience working group, chaired by Ed DeFabo from GWU to plan the production of proposal to NIH to fund joint laser bioscience activities. 

We prepared the project financial reports for the month of February for delivery to the DOE and ONR program officers.

Facility:
It was delayed a week from when we expected, but we got the concrete walls poured for our injector test facility this week.   The next effort will be to build the forms for the ceiling (needs to support 15" of concrete plus lots of rebar) and then pour that in. We are pleased the contractor has been able to do all this without any injury reports or unsafe practices noted.

Operations:

   The weekly report last week got out fairly early so this covers operations last Friday as well.  We started on Friday to do some tests to see why the FEL efficiency falls as the current is  increased. We measured the change in electron beam timing at the wiggler vs. gun voltage.  Later this week we looked at the energy change with gun voltage.  These will be used to determine whether gun voltage noise, which we know to increase with average current, is the  cause of the efficiency drop.  We also looked at the efficiency of the laser while running beam to User Lab 1 with pulsed beam.  We found that the efficiency of the laser was close to 1.7% for 4.68  MHz, 9.36 MHz, and 18.72 MHz, and dropped to about 1.6% for 37.43 MHz  when running 100 pC instead of 135 pC.  This is very close to what our spreadsheet model predicts and does not seem to depend on micropulse repetition rate.  The efficiency reduction is related to  something that is present during CW operation but not in pulsed  mode.  Note that the macropulse power for the 37.43 MHz operation was 6.5 kW.  The efficiency, if it can be maintained at full current, would imply 10 kW at 5 mA. 
   As a warm up to operations for Harvard-MGH this week we tested out the broadband resonator.  It ran very nicely and we were able to tune rapidly from 0.7 microns to 4.8 microns.  With the removal of a software limit we should be able to tune from 0.65 to 5.2 microns, a  factor of 8 change in wavelength.  We will post video of the tuning from 1.0 to 4.8 microns on the web.  This really shows how easy it is to tune FELs and shows, once again, that the W55 wiggler is very well compensated. 
   Monday and Tuesday morning was used to re-cesiate the gun and do some injector measurements.  We changed the relative phase of the drive laser and buncher and phased the injector and linac for each relative phase.  We then took data on the spots at several points in the accelerator.  These will be compared to PARMELA simulations to judge if we are really at zero crossing in the buncher or not.  The variations in the phases all look reasonable.  We also took Happek scans vs. the relative phase of the laser and buncher.   When the rest of the injector cavities are phased properly and the linac is set 10 degrees off crest, the Happek is rather independent of the laser/buncher relative phase.  This data is also helping us understand some of the drifts we see in the injector.  As an example, the energy spread tends to increase after several miniphase  procedures.  We now think we understand how this happens. 
   Tuesday evening was used for THz work and diagnostic work on the FEL  beam.  We ran 

500 W to the OCR or User Lab 1 for several hours.  The system was pretty stable over this period. 
   Little was done on Wednesday because of the LPC Workshop. We did, however, continue testing the sensitivity of beam energy and arrival time at the wiggler to gun voltage variations, finding the dominant effect of gun voltage wobble is to change the phase only at injection (only a small injection energy change evolves) and both energy and phase at the end of the linac. The full-energy variations are correlated so as to result in essentially no phase variation at the wiggler; the full energy changes about 100 keV for every 1 kV of change in gun voltage. Preliminary measurements of gun voltage variation were made during CW operation, and vernier mode was successfully tested. We found that using the vernier we could readily run the current up to about 4.5 mA CW before tripping on linac RF faults. These are suspected - but not shown - to be related to arc detectors firing on beam loss rather than actual arcs, and have arisen as CW current limiting behavior in previous high current runs.

   On Thursday we set up for the Harvard-MGH run studying spectral variations of absorption in lipids.  This run continues today.  The laser is running fine.  We have higher gain at the shorter wavelengths than we did the last time we ran for MGH.  This is due to the higher K value used with the new wiggler and the careful electron beam setup we now have.  They have taken data at many wavelengths and produce typically 20 W in the user lab running CW.  This is limited by the broad-band mirror losses.

WBS 4 (Injector):
On Monday we re-cesiated the cathode and increased the QE from ~1% to 4.8%. The last re-cesiation was performed on February 17, 2006. The photocathode delivered 28 hours and 221 C of CW beam and 39 hours and 20 C of pulse beam between re-cesiations. Another 9 hours and 40 C have been delivered since Monday. On Wednesday the ops team noted that the cathode QE was decreasing rapidly. On Thursday we realized that the laser spot on the cathode had moved down from its nominal position. QE scans revealed a different depletion pattern for the wrong laser spot on the cathode. The drive laser beam was re-steered to correct the problem. We have planned to re-cesiate next week on Monday.

The ops team took injector data, measuring beam size at three viewers as a function of laser phase. The data is being studied and PARMELA runs are in progress for comparison with the model. 

We received another GaAs sample from ODU coated with Aluminum oxide that appears to have a sharper step than the previous sample at the mask boundary. The new sample will be characterized next week. We also continued to make progress assembling the NEG sputtering system. A poster on the DC photocathode gun was presented at the LPC meeting.

Gun HVPS – Operational.  Checking with vendor to determine best method of reading noise on HVPS output.

WBS 6 (RF):
RF – All RF systems are operational.  Checking the Buncher to determine noise sources and drifts in both gradient and phase.

Injector Test Stand - Talking with vendors to find a good amplifier to drive an 80 kW IOT.  Have found a less expensive solution for the -40 kV power supply for the IOT.  Waiting for the jobs to be opened to proceed.

WBS 8 (Instrumentation):

    With the Harvard -MGH user run beginning the end of this week (Ah, the smell of fresh bacon...), we've dedicated much of our time to preparing for that.  Our mobile video carts were setup in the user lab for video surveillance of their experiment as it was going on.  We've also installed a mobile PC so they would have access to machine parameters that are relevant to their experiment.  These video lines were also distributed throughout the FEL via our video system, so the control room operators have the same signals that the users have.  We continue to work with the operators of the machine to finalize the mini-phase procedure.  There is associated training with the mini-phase procedure that has also been on going. We also worked with Carlos and Steve on injector studies.  This consisted of running multiple injector setups and recording spot sizes and various information at each.  
    We have installed another Sextupole Reversing Switch on the test power supplies.  This version of the switch had the newest cooling plate design and was installed as it would be in the field.  We ran the switch successfully up to 100 Amps in both polarities.  While ramping the switch current throughput we monitored the temperature of the plate.  We noticed that the plate was in fact getting hotter than we expected but not hot enough to become dangerous.  In order to reduce the heat loading of the switch, we decided to modify the cooling plate to increase the heat transfer ratio.  I have increased the surface area of the cooling lines across the switch to minimize the distance the heat has to travel in order to get to the cooling lines.  This should decrease the temperature by at least twenty degrees Fahrenheit.  The switch is being reassembled at this time and will be installed once it is ready for more measurements.
    An issue in the epics-2-devlore application came up this week.  The data being sent to devlore contains variable text strings.  These text strings are EPICS readbacks that can contain characters that must be url encoded to be properly received from an http request.  The source code for the application is being modified to correctly handle this.  Tests were performed to determine the bottlenecks involved in running LabView applications on our HP-UX workstations from a remote Linux machine.  The LabView applications were hosted by a plain computer running RHEL3.  The tests showed that applications ran smoothly locally but did not remotely.  Detailed tests will be setup to run next week in collaboration with A. Cuffe of CEBAF. Ops discovered a bug in the performance of the DLPC this week when running pulses longer than 1.6ms. We quickly discovered that the VME hardware (the 4 channel timer boards) are functioning properly and we were able to manually create the desired pulse lengths. Al Grippo has been working to find out what is really going on in the EPICS application in iocfel10 for the DLPC. However, in addition to this problem being discovered and combined with our running extraordinarily long 

(t > 1min) unprecedented macropulses widths in single-shot mode configured by the expert screens, we have witnessed a very concerning event (one time only @7:53am 3/10/06) from the machine. CW beam was generated against what the EPICS controls we set to. This just occurred Friday morning so we are still gathering information to attempt to understand what happened. Active BLMs will prevent any possible damage to the accelerator.
    The week started off with cable pulling and terminating in support of the Mass Gen experiment.  Once the cables were installed, the Stepper Motor channels needed, associated video equipment, and network cables underwent hot checkout to be sure there would be no issues on run day.  Everything worked as expected. Installation of the LPSS system in Lab 4 began this week, with the installation of conduit to contain the new wiring. Room 217 is being cleaned out this week also in preparation for the mezzanine construction in the injector test stand. Most of the parts have come in from the vendors, so assembly has begun of the new SLM attenuator modules. Installation of the LPSS for User Lab 4 continues with the adding of more raceway to accommodate the new routing of signal cables. New mounting holes for the Exit switch and User Indicator lights on the inner doors have been installed.  There will be new and different inputs to the LPSS for the Micro Machining Lab.  This will need to be addressed in the coming weeks. Also helped Steve with the wiggler scans for the videos.
    Planning for budget and schedule continue. The group is detailing the work that should/can be done over the next 18 months. Each of these activities are described in detail with our perceived priority. The list is clearly in excess of our current staffing and budget level but that's not new.  

WBS 9 (Beam Transport):



UV Line
•
No change in status

IR Machine Re-commissioning and Operations

•
The shop finished the parts to make a second Octupole to remove beam halo.

•
I continued working on a new halo monitoring viewer unit for Kevin Jordan that will be able to characterize the halo in beam in the 5F return region.

•
The materials are in place and hole and conduit in the Drive Laser Clean Room to install the new insulated and temperature controlled cables from the Divide-by-forty Unit in the clean room to the drive laser controller in the rack in the gallery.  We have not started because we want to leave “well enough alone” during this configuration-controlled period.   

•
At week’s end we are completing a Temporary Operational Safety Procedure that will allow us to observe magnet strings in the vault and  during hysteresis cycling to see if we can detect any anomalous behavior that would account for problems with the machine that David Douglas is observing.
WBS 11 (Optics): 

FEL mirrors
Recall that from a system standpoint (accelerator + laser), we are interested in determining the cause for the lasing efficiency drop (in kW/mA) as a function of rep rate.  To that end we prepared to do gain and loss measurements for long macropulses in the User Lab 1 (UL1) diagnostics hutch, rather than the Optics Control Room (OCR).  The reason for this change is that the OCR receives light through a small hole in a turning mirror, and we may be affected by mode changes during the turn on and decay of the laser macropulse.  Placing the diagnostic in UL1 essentially collects the entire beam and makes this a non-issue.  One question that was unresolved as of last week was whether the "low-efficiency-lasing" state was specific only to our 1.6 micron mirrors, or occurred for other mirror sets (thus absolving the optics of the cause).  We got our answer on Thursday, when we had this state occur with the hole-outcoupled mirror set.  Work continues on the QA of the mirror substrates.  

Other Activities
Along with the setup of diagnostics mentioned earlier, we prepared for operating for the Harvard-MGH user run.  In addition, to ease operations, of the 5 kW power meter we often insert, then remove manually put on a pneumatic actuator to check power and profile in UL1.   We used it one evening this week to do more system checkouts and it worked well. During this run (whose primarily users were the THz group), the alignment to the FROG apparatus was refined.  Second harmonic generation was detected from each beam singly, but the input intensity was too low to get autocorrelation.  We will try again next week, when the power output will be higher.  TMC#1 passed its functional tests and will be stored until we are ready to install it.  TMC#2 now goes on the table.  The electronics for the asynchronous optical sampling technique are now working nicely.  We are waiting for the opportunity to measure the phase noise, and in the meantime are working to package the components in a better fashion.  The group attended the LPC meeting and had a chance to interact with past and potential users.  This is always a morale booster, and firms our resolve to get this machine into operating mode.  We are pleased to report that Dan Oprisko, now working for Hampton Univ., is back in the FEL Bldg, where he is happy to answer questions and offer suggestions on how to get various parts fabricated quickly.  We worked on the necessary documents the Office of Project Management requested in order to release funds for the balance of this fiscal year.

Terahertz:

The FEL Users Meeting provided an excellent forum for us to present our capabilities to the users in attendance.  This is important for us in order to grow the research endeavors of the lab, but it also gave us an opportunity to have some very useful discussions regarding several proposed research plans.  Gunter Luepke of William and Mary had some particularly helpful insights on the topic of our proposed electro-optic (EO) sampling experiments and we look forward to our continued collaboration with him.  We also had a very productive collaboration with Nick Agladze from Cornell on a related EO sampling experiment. Though we struggled with several alignment and signal issues on our first attempt at this experiment, we were able to collect and analyze some preliminary data which showed promising results for performing measurements of the THz pulse width.  We will now consider some changes that could be made to the experiment to improve the signal and make plans for another run in the future.

