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Online vs offline monitoring
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Different goals/needs between these two

- Online: make sure the data we're writing to disk is usable; e.q,
the detector is working correctly, good quality beam, etc. If
something looks wrong, figure out what it is and fix it. Need
rapid access to data & quick turnaround (doesn’t mean we
can’t monitor high level things)

- Offline: document the quality (or just the attributes) of the data;
maybe, decide whether it is “physics quality”; facilitate
observation of long term trends (or just run-to-run wonky stuff).
Can be done anytime after a run, but quick turnaround is good;
attributes (numbers & plots) should be saved and available for
future reference...



Ingredients for quality data quality monitoring

» quick turnaround from the time the data is recorded to
monitoring plots & numbers

- Infrastructure and actual code that does the monitoring

- people willing & able to look at the output in a timely
manner
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Ingredients for quality data quality monitoring

» quick turnaround from the time the data is recorded to

monitoring plots & numbers

- data from control room to tape ASAP
- can we read & write to the disk at same time?
- once data on tape run recon & DQM right away
- currently recon takes >12 hours/file (~250k events)

- run on sub-set of events (first 50k/file?) to get plots out faster?
infrastructure and actual code that does the monitoring
people willing & able to look at the output in a timely manner
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Ingredients for quality data quality monitoring
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quick turnaround from the time the data is recorded to monitoring plots & numbers

infrastructure and actual code that does the monitoring

- org.hps.analysis.dataquality has existed for ~2 years and has lots
and lots (and lots) of plots

- it is and has been run in the production data and MC recon
scripts for every file
- it runs on recon’ed files and is very fast

- there are some hooks in there for calculating e.g. averages and
putting them in a db (though we need to test it...it's been a while)

- currently the output is a ROOT file with lots of histograms; can
also spit out AIDA
- In fact, Jeremy has found a really nice web-based browser that

we should start using!
people willing & able to look at the output in a timely manner
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Ingredients for quality data quality monitoring
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quick turnaround from the time the data is recorded to monitoring plots & numbers
infrastructure and actual code that does the monitoring

- people willing & able to look at the output in a timely

manner

» does the collaboration think this is an important thing?

- this is where we really dropped the ball in the engineering
run...we had discussed a plan prior to the run and never
followed through
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Here’s a plan
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* \We should be looking at data (& recon) quality:
* right after data is taken (pass-0)
* after every recon pass
« for all production MC samples (per pass as needed)
* We need to have some organization .... a proposal
 DQM manager — oversees the organization, code infrastructure,
common tools etc
* sub-“system” experts: ECal, SVT, Trigger, Tracking, Analysis...a
representative who's responsible for what gets monitored, the
code for that, and making sure the data gets looked at (signs of on
“quality”).
* During data taking, there should be dalily reports from each sub-
systems DQM rep about the previous day’s data quality (“all good™)
* this can be done remotely of course
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org.hps.analysis.dataquality
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¥ [ [gSource Packages

v Q}aqrg.hps.analysis.dataquality
o, DQMDatabaseDriver.java
DQMDatabaseManager.java
DataQualityMonitor.java
EcalMCStudies.java
EcalMonitoring.java
FinalStateMonitoring.java
PlotAndFitUtilities.java
SVTHitMCEfficiency.java
SVTOpeningStudies.java
SvtMonitoring.java
TrackMCEfficiency.java
TrackingMonitoring.java
TrackingResiduals.java
TridentMonitoring.java
VOMonitoring.java
package-info.java
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As | mentioned, there is a lot of code
that exists already; I've (and Sho, | think)
used this package extensively

If anything, there are probably too many
plots in here now. Sub-system reps
should go through their part and organize
as needed; separate vital DQ plots/
numbers vs supplementary ones
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An example of Jeremy’s web viewer

el A
[ | Wy o |\ WFY
File: /work/hps/recon/dgm_test.aida
/ Path: /EcalClusters/all
= () EcalClusters (0/100)
@ all(15/20) _ Style Editor
Y@ palrsl (15/20) [lSplmM.leE[ﬂnﬂml 1.2. [ Next/Last ] I
“ @ singles0 (15/20)
*. tingles] (15/20) EcalClusters Cluster Count per Event EcalClusters Cluster Energy EcalClusters Cluster Seed Times
#® EcalHits (0/25)
,.. 6,000 Entries . 17868 2,500 Enries . 59028 3,000 Entries : 59474
+ @ FinalStatcParticles (0/120) 2000 Mean : 3.3279 Mean: 038432 | ,'¢0q Mean : 62 442
“ @ SvtMonitoring (0 /504 ) ' Rms . 13615 2,0007 Rms . 024428 N Rms . 42185
i ° 4.000 OutOfRange ~ 1 1.5004 OutOfRange - 446 | 2,000
. TrackResiduals ( 0/ 360 ) 3,000 . 1,500
+ @ Tracks (0/850) 2,000 e 1,000
4. TridentMonitoring ( 0/ 105 ) 1,000 5004 $00
1. VoMonitoring ( 0/ 260 ) 0 Q- 0
0 2 4 6 8 0.0 05 10 0 50 100 150 200
EcaCiusters Cluster Size EcalClusters Cluster Time Mean EcalClusters Cluster Time Sigma
25.000T Entries © 59443 2,500 Emries - 59474 10,000 Entries 57426
Meéan: 28871 . Meéan @ 63 363 Mean 1 8882
20,000 Rms 13949 2,000 Rms - 42 908 8,000 fms 22014
OQutOfRange : 31 1,500 6,000 QutOfRange : 2048
1,000 4,000
500 2,000
0
0 50 100 200
EcalClusiers Energy vs Y
200+ Entnes 47009 g0+ ; rinnahiEntoes 51547
(XMeéan: 044287 iikikean - 0.42001.
150+ . 0.25688 70 ms 025686
0 (ifan: 43,042
100+ 50 ey A5y
4
504 0
30 s
04 i 204 } 4 ¢
0.0 0.5 10 15 0.0 05 1.0 15
Download: (vector) eps svg pdf swf emf ps , (bitmap) jpg png ppm gif
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Work to do
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- If we are serious about this, get organization together

soon
- additions/subtractions/re-org of plots to look at

-+ set up DQM database for mean/sigma/counts-per-file

tracking (if needed)
- set up online (as in, the internet) DQM plot browser

- make sure we follow through with the plan
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