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This note presents the attempt made to switch the operating system of Hall D’s National Instruments (NI) PXI controller used for the volt-
age taps of the solenoid from Phar Lap ETS to Linux real time operating system (RTOS). 
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With the release of LabVIEW 2019 [1] and it’s associated 
add-ons, there is now the option of using Linux RTOS instead 
of the Phar Lap ETS [2] operating system on certain models 
of PXI controllers. The PXI controller 8840 quad core, Fig. 1, 
used for the voltage taps of the Hall D Solenoid is one of the 
models for which the  operating system could be made. 

In addition to standardizing to a single RTOS across mul-
tiple types of NI systems, having the controller run Linux al-
lows for more customization compared to Phar Lap. 

As an example, there are only four options for precision 
time protocol (PTP) when run on Phar Lap ETS, but Linux 
controllers use PTP daemon (PTPd) [3], which has an exten-
sive configuration file.

The first hurdle to using Linux on the PXI controller is that 
the method of installation has changed compared to previous 
versions [4], namely, requiring open package management 
(opkg) to install additional software. This is a unique situa-
tion as most devices are on protected subnets that use a proxy 
to only allow access to whitelisted addresses. Once properly 
configured, installing software was no more or no less diffi-
cult to install than previous versions; the one benefit of using 
opkg was that the software being installed on the PXI isn’t 
required to be on the host computer any more.

Upon further evaluation, it was found that not all add-ons 
and functionality have yet been ported to NI Linux RTOS. 
The major show-stoppers was the lack of an EPICS Client/
Server, which is needed to pass parameters to other systems 
(IOCs, operator screens, archivers, etc), and EtherNet/IP, 
which is required to send data from the PXI controller to a 
PLC that does additional interlocking.

To conclude, until the above mentioned software packages 
are available for the NI PXI controller, NI Linux RTOS can-
not be deployed.
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FIG. 1.  NI’s PXIe 8840 Quad Core module in use in Hall D for the 
solenoid magnet’s voltage taps. 


