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Form factors in 1Ɣ approximation
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the end cap contributions, but normalize the contribution to
the LH2 spectrum at large !p, where the hydrogen con-
tribution is negligible. While the shape of the bremsstrah-
lung spectrum differs slightly between the dummy and
LH2 targets, the effect is only noticeable near the end
point, and a small uncertainty due to this difference is
included in the systematic uncertainties.

After removing the end cap background, the simulated
spectra from the combination of "p ! #0p and "p ! "p
are normalized to the low-momentum sides of the !p
spectra (taking into account the elastic radiative tail).
Removing this background yields clean spectra of elastic
events. We examine a window in !p around the elastic
peak and extract the elastic cross section by taking the
value used in the simulation, scaled by the ratio of counts in
the data to counts in the simulated spectrum. The upper
edge of the window varied from 5 to 15 MeV above the
peak, and is scaled with the resolution of the peak. The
lower edge goes from 10 to 16 MeV below the peak, and is
chosen to minimize the radiative correction while exclud-
ing background events. We also varied the !p windows,
and the change in the extracted cross sections was consis-
tent with the uncertainties we have assigned to the cut-
dependent corrections.

The yield is corrected for dead time in the data acquis-
ition system as well as several small inefficiencies. Correc-
tions for tracking efficiency, trigger efficiency, and particle
identification cuts were small (<2%) and independent of ".
About 5% of the protons are absorbed in the target and
detector stack, mainly in the hodoscopes and the aerogel
detector. We calculate the absorption in the target and
detector materials, which is " independent except for the
target absorption which varies by !0:1%. Radiative cor-
rections to the cross section are "20%, with a 5%–10% "
dependence, smaller than in previous Rosenbluth separa-
tions where the electron was detected. We also require a
single clean cluster of hits in each drift chamber plane to
avoid events where the resolution is worsened by noise in
the chambers. This reduces the non-Gaussian tails, but
leads to an inefficiency of roughly 7%, with a small
(0.25%) " dependence, possibly related to the variation
of rate with ". We correct the yield for the observed
inefficiency and apply a 100% uncertainty on the " depen-
dence of the correction.

The absolute uncertainty on the extracted cross sections
is approximately 3%, dominated by corrections for the
angular acceptance (2%), radiative processes (1%), proton
absorption in the target and detectors (1%), background
processes (1%), and the uncertainty in the integrated lumi-
nosity (1%). We apply a tight cut on the solid angle, using
only the data in the central 1.6 msr of the total #6 msr
acceptance. This cut limits the elastic data to the region of
100% acceptance, but leads to the relatively large uncer-
tainty in the size of the software-defined solid angle.
Because the solid angle is identical for all " values at

each Q2, this uncertainty affects the absolute cross section,
but not the extraction of GE=GM.

The largest random uncertainties, where the error can
differ at different " values, are related to the tracking
efficiency (0.2%), uncertainty in the scattering angle
(0.2%), subtraction of the inelastic proton backgrounds
(0.2%), and radiative corrections (0.2%). The total random
systematic uncertainty is 0.45%, with typical statistical
uncertainties of 0.25% at Q2 $ 2:64 GeV2 and 0.40% at
Q2 $ 4:1 GeV2. Data taken at the lowest beam energy
have an additional uncertainty (0.3%) because these data
were taken at lower beam currents (30–50 $A), and so are
sensitive to nonlinearity in the beam current measurements
and have different target heating corrections.

The reduced cross sections, %R $ &G2
M % "G2

E, are
shown in Fig. 2. The uncertainties are the statistical and
random systematic uncertainties. Some corrections lead to
correction to %R that varies nearly linearly with ". This
modifies the slope, but does not contribute to the scatter of
the points or deviations from linearity. The main uncer-
tainties in the extracted slope come from the " dependence
of the radiative corrections (0.3%), background subtrac-
tion, (0.25%), tracking efficiency (0.25%), and the effect of
beam energy or scattering angle offset (0.25%). Note that
we do not include the uncertainty related to two-photon
exchange, which we will discuss later. The combined
0.55% uncertainty in the slope of the reduced cross section

FIG. 2 (color online). Reduced cross sections as a function of
". The solid line is a linear fit to the reduced cross sections, the
dashed line shows the slope expected from scaling
($pGE=GM $ 1), and the dotted line shows the slope predicted
by the polarization transfer experiments [6].
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Rosenbluth slope is sensitive to corrections beyond 1Ɣ 
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Polarization transfer
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Proton form factors puzzle
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surprising at the time (1998–2002), as they appeared to
contradict the previously accepted belief that the ratio
µpGEp/GMp remains close to 1, a consensus based on the
Rosenbluth separation results up to 6GeV2, as illustrated
in fig. 9.

As discussed above, the two methods available to de-
termine the proton form factors GEp and GMp, the Rosen-
bluth separation and polarization transfer, give defini-
tively different results; the difference cannot be bridged by
either simple re-normalization of the Rosenbluth data [57],
or by variation of the polarization data within the quoted
statistical and systematic uncertainties. This discrepancy
has been known for sometime now, and has been the sub-
ject of extensive discussion and investigation. A possible
explanation is the contribution from the hard two-photon
exchange process, which affects the polarization transfer
components at the level of only a few percent, but has
drastic effects on the Rosenbluth separation results. This
will be discussed in detail in sect. 3.3.

Following the unexpected results from the two first po-
larization transfer experiments in Hall A at JLab, GEp(1)
and GEp(2), a third experiment in Hall C, GEp(3), was
carried out to extend the Q2-range to ≈ 9GeV2. Two
new detectors were built to carry out this experiment: a
large solid-angle electromagnetic calorimeter and a dou-
ble focal plane polarimeter (FPP). The recoil protons
were detected in the high momentum spectrometer (HMS)
equipped with two new FPPs in series. The scattered elec-
trons were detected in a new lead glass calorimeter (Big-
Cal) built for this purpose out of 1744 glass bars, 4×4 cm2

each, and a length of 20X0, with a total frontal area of
2.6m2 which provided complete kinematical matching to
the HMS solid angle. This experiment was completed in
the spring of 2008 and measured the form factor ratio at
Q2 of 5.2, 6.7 and 8.5GeV2.

Figure 10 shows the results from the three JLab exper-
iments [7–10, 101], as the ratio µpGEp/GMp versus Q2.
The uncertainties shown for the recoil polarization data
are statistical only.

The striking feature of the results of the GEp(3) exper-
iment is the continued, strong and almost linear decrease
of the ratio with increasing Q2, albeit with some indica-
tion of a slowdown at the highest Q2. The GEp(3) overlap
point at 5.2 GeV2 is in good agreement with the two sur-
rounding points from the GEp(2) data [9,10]. The GEp(3)
experiment used a completely different apparatus in a Q2

range where direct comparison with the Hall A recoil po-
larization results from the GEp(2) experiment is possi-
ble. This comparison provides an important confirmation
of the reproducibility of the results obtained with the re-
coil polarization technique. Additionally, the results of the
high-statistics survey of the ϵ dependence of GEp/GMp

at Q2 = 2.5GeV2, obtained from the GEp(2γ) experi-
ment [106], which ran at the same time as the GEp(3)
experiment is shown as a magenta star in fig. 10, and is
in excellent agreement with the results from the GEp(1)
experiment in Hall A [7,8] at Q2 = 2.47GeV2.

The results of the three JLab GEp experiments are
the most precise measurements to date of the proton form

Fig. 10. All data for the ratio µpGEp/GMp obtained from
the three large Q2 recoil polarization experiments at JLab
(filled circle (blue) [8], filled star (magenta) [106], filled square
(red) [10] and filled triangle (black) [101]) compared to Rosen-
bluth separation data (green), open diamond [20], open cir-
cle [21], filled diamond [22]. The curve is the same as in figs. 8,
a 7 parameter fit given in eq. (44).

factor ratio in this range of Q2, hence they represent a very
significant advancement of the experimental knowledge of
the structure of the nucleon. The proton electromagnetic
form factor results from Jefferson Lab at high values of
the four-momentum transfer Q2 have had a big impact on
progress in hadronic physics; these results have required
a significant rethinking of nucleon structure which will be
discussed in the theory section.

3.2.2 Neutron form factors

The early measurements of the form factors of the neutron
are discussed in sect. 3.1.2; in this section only double-
polarization measurements are discussed. The recoil polar-
ization and beam-target asymmetry, both techniques that
have been used to measure GEp and GMp, also have been
used to measure GEn and GMn. However, as there are no
free neutron targets, measurements of GEn and GMn are
more difficult than GEp and GMp. To make these mea-
surements, complex light targets like 2H and 3He must
be used in quasi elastic scattering. First, the recoil polar-
ization experiments, and next the beam-target asymmetry
experiments to extract GEn, will be described.

The use of the recoil polarization technique to mea-
sure the neutron charge form factor was made first at the
MIT-Bates laboratory in the late 80’s using the exclu-
sive 2H⃗(e⃗, e′n⃗)p reaction [107]. The advantage of using a
deuteron target is that theoretical calculations predict the
extracted neutron form factor results to be insensitive to
effects like, final state interaction (FSI), meson exchange
currents (MEC), isobar configurations (IC), and to the

Gayou
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Beam normal spin asymmetry
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Clear evidence of 2Ɣ

In the static approximation, the asymmetry for deuterium is
simply the cross-section-weighted average asymmetry for
the proton and the neutron

Bd
n ¼

!pB
p
n þ !nB

n
n

!p þ !n
; (3)

where !p;n is the proton (p) or neutron (n) cross section,

and Bn;p;d
n is the measured BNSSA for a neutron (n), proton

(p), or deuteron (d) target. Estimates of the proton and
neutron cross sections and the extracted BNSSA for the
neutron are given in Table III and compared to the theory
[19]. The cross sections were calculated using estimates
of the nucleon EM form factors with a relative uncertainty
of 5%.

The estimate for the neutron asymmetry for each energy
is made by solving for Bn

n in Eq. (3). The estimate of the
neutron BNSSA at 687 MeV has very large uncertainties
which prevent us from drawing any conclusions. At
362 MeV, the resulting neutron asymmetry is smaller in
magnitude than the proton asymmetry and opposite in sign
(positive). In the resonance region the elastic contribution
is calculated using the electromagnetic form factors at the
vertices, while the contribution from "N intermediate
states depends on both resonant and nonresonant invariant
amplitudes for "N intermediate states, which are taken
from phenomenological analysis fitted to available experi-
mental data [5,20]. The asymmetry at the measured values
of Q2 is dominated by the term proportional to GM which
changes sign between proton and neutron. Furthermore,
the larger magnitude of the neutron asymmetry for smaller
energies follows from the dominance of the quasireal
Compton contribution. It corresponds to the two ex-
changed photons being quasireal and the invariant mass
of the hadronic intermediate state approaching the value of
the e-N center-of-mass energy. In Fig. 2, the behavior of

the proton asymmetry is driven by the increasing contri-
bution of the quasireal Compton scattering up to energy
Ee # 0:360 GeV. At higher energy the resonant structure
of the pion electroproduction amplitudes comes into play
with a contribution of opposite sign, which leads to a
smaller asymmetry in absolute value. In order to make a
better estimate of the neutron asymmetry it will be neces-
sary to use a more sophisticated deuterium model, similar
to the calculation of Schiavilla [21,22] for the estimate of
the longitudinal asymmetries.
Measurements of the BNSSA in the resonance region

are valuable tests of the theoretical framework which cal-
culates the radiative corrections for precision electron
scattering experiments. This work doubles the world data
set for the BNSSA in elastic electron-proton scattering at
backward angles. More importantly, the addition of these
data allows us to span the range of energies up to 1 GeV,
including the value at 362 MeV which is at the estimated
peak of the theoretical prediction. In addition, asymmetries
from quasielastic deuteron scattering have been used to
provide the first estimate of the BNSSA for the neutron,
which is in agreement with the predicted value at 362MeV.
The agreement between the theoretical predictions and the
measured values clearly shows that it is necessary to take
into account the "N intermediate state contributions in the
calculation of the hadronic intermediate state when esti-
mating the effects of the TPE contributions.
We gratefully acknowledge the strong technical contri-

butions to this experiment from many groups: Caltech,
Illinois, LPSC-Grenoble, IPN-Orsay, TRIUMF, and par-
ticularly the Accelerator and Hall C groups at Jefferson
Lab. CNRS (France), DOE (U.S.), NSERC (Canada), and
NSF (U.S.) supported this work in part.
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FIG. 2 (color online). World data on the BNSSA at backward
angles for different center-of-mass angles as a function of beam
energy. Theory curves include both the elastic and "N inter-
mediate state contributions to the asymmetry [5]. For compari-
son, the purely elastic contributions are also shown (overlapping
curves at approximately zero for the entire range) to check the
reference numbers in the plot.

TABLE III. Estimate of the proton and neutron cross sections
and asymmetries for each energy, assuming a 5% uncertainty on
the cross sections. The theory prediction [5] is given in the last
column, where for the neutron it is a calculation at the exact
kinematics; for the proton it is an estimate based on the curves
shown in Fig. 2.

Energy
(MeV)

Cross section
(#b=sr) Bn;p

n (ppm) Bn;p
n;theory (ppm)

362 n 8 86:6$ 41 72

p 23 %176:5$ 9:4 %158
687 n 1.1 %138$ 268 20

p 2.6 %21:0$ 24 %35
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Form factors and size

9

form factor in atoms and nuclei
Fourier transform of charge distribution

How accurate do we know the proton size ?
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Proton charge radius
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which is effectively point to point, reflected by the
error scaling, and a part which behaves systematically
as a function of the angle. The latter is estimated to be
below 0.1%.

(vi) The background estimation. Depending on the size of
the background below the elastic hydrogen peak this
error is estimated to be between 0.1% and 0.5%.

While the first point can be tested directly by fitting data
with varied cut-off energy, the other uncertainties have to be
treated by hand. To this end the cross sections are grouped
by the energy and by the spectrometer with which they are
measured. For each group, we define a linear function c(θ ) =
a(θ − θmin) interpolating from 0 for the smallest scattering
angle to the full estimated uncertainty at the maximum angle of
the group. The cross sections are then multiplied by 1 + c(θ ).
The sign of a was kept constant for all energies. The so-
modified cross sections were then refitted with the form-factor
models. In order to determine an upper and a lower bound
the fits were repeated with negated a. The uncertainties found
in this way are added quadratically to the uncertainties from
the radiative tail cutoff. The choice of a linear function in θ is
certainly arbitrary, but we checked several different reasonable
functional dependencies on θ and Q2, e.g., imitating the effect
of a spectrometer angle offset or target position offset. They
all produced similar results. The so-determined uncertainties
are reflected by the experimental systematic confidence bands
presented in this paper.

A possible source of uncertainty not from data but from
theory are the radiative corrections. The absolute value of the
radiative corrections should already be correct to better than
1% and a constant error in the correction will be absorbed
in the normalization. Any slope introduced as a function of
θ or Q2 by the radiation correction will be contained in the
slope-uncertainty discussed above up to a negligible residual;
it is therefore not considered.

In order to evaluate the influence of the applied Coulomb
correction, the amplitude of the correction was varied by
±50%. The so-modified cross sections are refitted with the
different models. The differences of the extracted form factors
to the results for the data with the unmodified correction are
shown as a band in Fig. 10.

Except for the phenomenological TPE model included in
the fit to the full data set, we do not include any theoretical
correction of the hard two-photon exchange to the cross sec-
tions in our analysis but apply Feshbach’s Coulomb correction.
Published Rosenbluth data normally do not include a Coulomb
correction. This has to be considered for comparisons of our
fits with old Rosenbluth separations.

3. Model dependence

An important issue is the question of whether the form-
factor functions are sufficiently flexible to be a suitable
estimator for the unknown true curve or whether they introduce
any bias, especially in the extraction of the radius. We have
studied this problem in two ways.

First, we used a Monte Carlo technique similar to the
method described in Sec. V D 1. We analyzed Monte Carlo
data sets produced at the kinematics of the data of the
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FIG. 10. (Color) The form factors GE and GM , normalized to the
standard dipole, and GE/GM as a function of Q2. Black line: Best fit
to the new Mainz data; blue area: statistical 68% pointwise confidence
band; light blue area: experimental systematic error; green outer band:
variation of the Coulomb correction by ±50%. The different data
points depict the previous measurements [2,4,43–45,47,48,50,53,55–
57,60,67,68,87–91] as in Refs. [2,4] with the data points of
Refs. [16,64,92] added.
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which is effectively point to point, reflected by the
error scaling, and a part which behaves systematically
as a function of the angle. The latter is estimated to be
below 0.1%.

(vi) The background estimation. Depending on the size of
the background below the elastic hydrogen peak this
error is estimated to be between 0.1% and 0.5%.

While the first point can be tested directly by fitting data
with varied cut-off energy, the other uncertainties have to be
treated by hand. To this end the cross sections are grouped
by the energy and by the spectrometer with which they are
measured. For each group, we define a linear function c(θ ) =
a(θ − θmin) interpolating from 0 for the smallest scattering
angle to the full estimated uncertainty at the maximum angle of
the group. The cross sections are then multiplied by 1 + c(θ ).
The sign of a was kept constant for all energies. The so-
modified cross sections were then refitted with the form-factor
models. In order to determine an upper and a lower bound
the fits were repeated with negated a. The uncertainties found
in this way are added quadratically to the uncertainties from
the radiative tail cutoff. The choice of a linear function in θ is
certainly arbitrary, but we checked several different reasonable
functional dependencies on θ and Q2, e.g., imitating the effect
of a spectrometer angle offset or target position offset. They
all produced similar results. The so-determined uncertainties
are reflected by the experimental systematic confidence bands
presented in this paper.

A possible source of uncertainty not from data but from
theory are the radiative corrections. The absolute value of the
radiative corrections should already be correct to better than
1% and a constant error in the correction will be absorbed
in the normalization. Any slope introduced as a function of
θ or Q2 by the radiation correction will be contained in the
slope-uncertainty discussed above up to a negligible residual;
it is therefore not considered.

In order to evaluate the influence of the applied Coulomb
correction, the amplitude of the correction was varied by
±50%. The so-modified cross sections are refitted with the
different models. The differences of the extracted form factors
to the results for the data with the unmodified correction are
shown as a band in Fig. 10.

Except for the phenomenological TPE model included in
the fit to the full data set, we do not include any theoretical
correction of the hard two-photon exchange to the cross sec-
tions in our analysis but apply Feshbach’s Coulomb correction.
Published Rosenbluth data normally do not include a Coulomb
correction. This has to be considered for comparisons of our
fits with old Rosenbluth separations.

3. Model dependence

An important issue is the question of whether the form-
factor functions are sufficiently flexible to be a suitable
estimator for the unknown true curve or whether they introduce
any bias, especially in the extraction of the radius. We have
studied this problem in two ways.

First, we used a Monte Carlo technique similar to the
method described in Sec. V D 1. We analyzed Monte Carlo
data sets produced at the kinematics of the data of the
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FIG. 10. (Color) The form factors GE and GM , normalized to the
standard dipole, and GE/GM as a function of Q2. Black line: Best fit
to the new Mainz data; blue area: statistical 68% pointwise confidence
band; light blue area: experimental systematic error; green outer band:
variation of the Coulomb correction by ±50%. The different data
points depict the previous measurements [2,4,43–45,47,48,50,53,55–
57,60,67,68,87–91] as in Refs. [2,4] with the data points of
Refs. [16,64,92] added.
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which is effectively point to point, reflected by the
error scaling, and a part which behaves systematically
as a function of the angle. The latter is estimated to be
below 0.1%.

(vi) The background estimation. Depending on the size of
the background below the elastic hydrogen peak this
error is estimated to be between 0.1% and 0.5%.

While the first point can be tested directly by fitting data
with varied cut-off energy, the other uncertainties have to be
treated by hand. To this end the cross sections are grouped
by the energy and by the spectrometer with which they are
measured. For each group, we define a linear function c(θ ) =
a(θ − θmin) interpolating from 0 for the smallest scattering
angle to the full estimated uncertainty at the maximum angle of
the group. The cross sections are then multiplied by 1 + c(θ ).
The sign of a was kept constant for all energies. The so-
modified cross sections were then refitted with the form-factor
models. In order to determine an upper and a lower bound
the fits were repeated with negated a. The uncertainties found
in this way are added quadratically to the uncertainties from
the radiative tail cutoff. The choice of a linear function in θ is
certainly arbitrary, but we checked several different reasonable
functional dependencies on θ and Q2, e.g., imitating the effect
of a spectrometer angle offset or target position offset. They
all produced similar results. The so-determined uncertainties
are reflected by the experimental systematic confidence bands
presented in this paper.

A possible source of uncertainty not from data but from
theory are the radiative corrections. The absolute value of the
radiative corrections should already be correct to better than
1% and a constant error in the correction will be absorbed
in the normalization. Any slope introduced as a function of
θ or Q2 by the radiation correction will be contained in the
slope-uncertainty discussed above up to a negligible residual;
it is therefore not considered.

In order to evaluate the influence of the applied Coulomb
correction, the amplitude of the correction was varied by
±50%. The so-modified cross sections are refitted with the
different models. The differences of the extracted form factors
to the results for the data with the unmodified correction are
shown as a band in Fig. 10.

Except for the phenomenological TPE model included in
the fit to the full data set, we do not include any theoretical
correction of the hard two-photon exchange to the cross sec-
tions in our analysis but apply Feshbach’s Coulomb correction.
Published Rosenbluth data normally do not include a Coulomb
correction. This has to be considered for comparisons of our
fits with old Rosenbluth separations.

3. Model dependence

An important issue is the question of whether the form-
factor functions are sufficiently flexible to be a suitable
estimator for the unknown true curve or whether they introduce
any bias, especially in the extraction of the radius. We have
studied this problem in two ways.

First, we used a Monte Carlo technique similar to the
method described in Sec. V D 1. We analyzed Monte Carlo
data sets produced at the kinematics of the data of the
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FIG. 10. (Color) The form factors GE and GM , normalized to the
standard dipole, and GE/GM as a function of Q2. Black line: Best fit
to the new Mainz data; blue area: statistical 68% pointwise confidence
band; light blue area: experimental systematic error; green outer band:
variation of the Coulomb correction by ±50%. The different data
points depict the previous measurements [2,4,43–45,47,48,50,53,55–
57,60,67,68,87–91] as in Refs. [2,4] with the data points of
Refs. [16,64,92] added.
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µH Lamb shift and 2Ɣ
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Discrepancy 310 µeV

μH uncertainty 2.5 µeV

2P-2S transition in μH

μH (2P-2S)

72 F. Hagelstein et al. / Progress in Particle and Nuclear Physics 88 (2016) 29–97

Fig. 6.1. The budget of the µH Lamb shift [226]. The TPE is displayed in blue; we give estimates for the elastic and polarizability contributions (unfilled
bars), as well as for the total TPE contribution (solid bar). The proton radius discrepancy (shown in red) amounts to 0.31 meV. The theoretical uncertainty
is estimated as 0.0025meV, cf. Eq. (6.6a). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 6.2. 2S and 2P energy levels in µH. The two measured transition frequencies, ⌫t [24] and ⌫s [25], are indicated together with the Lamb shift, fine and
hyperfine structure, and finite-size effects. The main figure is drawn to scale. The inset zooms in on the 2P states. Here, the mixing of the 2PF=1-levels
shifts them by ±�.
Source: Plot courtesy of Aldo Antognini.

Theprotonpolarizability effects begin to contribute at order (Z↵)5m4
r . Theusualwayof calculating these effects is through

the two-photon exchange (TPE) diagram, see Section 6.3. The elastic effects beyond the charge radius (i.e., the contributions
of Friar and Zemach radii), together with some recoil corrections, are sometimes referred to as the ‘elastic TPE’. Therefore
the TPE effect is split into the ‘elastic’ and ‘polarizability’ contribution (see, e.g., Fig. 6.1).

6.1. Charge and Zemach radii from muonic hydrogen

Fig. 6.2 shows the n = 2 energy-level scheme of µH and the measured transitions, i.e.:

h⌫t = E(2PF=2
3/2 ) � E(2SF=1

1/2 ), (6.4a)

h⌫s = E(2PF=1
3/2 ) � E(2SF=0

1/2 ). (6.4b)

The obtained experimental values for the Lamb shift and the HFS [24,25,226],

Eexp
LS = 1/4 h⌫s + 3/4 h⌫t � EFS(2P) � 1/8 EHFS(2P3/2) � 1/4 � = 202.3706(23) meV, (6.5a)

Eexp
HFS(2S) = h⌫s � h⌫t + EHFS(2P3/2) � � = 22.8089(51) meV, (6.5b)

thus rely on the theoretical calculation of the fine and hyperfine splittings of the 2P-levels [227]:

A. Antognini et al. (2013)

PSI, µH
Antognini et al.

H&D spectr
CODATA 2010

MAMI scatt
Bernauer et al

JLAB scatt
Zhan et al

<r2
E>,   fm

0.84 0.86 0.88 0.90 0.92



15

2Ɣ hadronic correction 
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M. Birse, J. McGovern (2012)
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Fig. 6.1. The budget of the µH Lamb shift [226]. The TPE is displayed in blue; we give estimates for the elastic and polarizability contributions (unfilled
bars), as well as for the total TPE contribution (solid bar). The proton radius discrepancy (shown in red) amounts to 0.31 meV. The theoretical uncertainty
is estimated as 0.0025meV, cf. Eq. (6.6a). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 6.2. 2S and 2P energy levels in µH. The two measured transition frequencies, ⌫t [24] and ⌫s [25], are indicated together with the Lamb shift, fine and
hyperfine structure, and finite-size effects. The main figure is drawn to scale. The inset zooms in on the 2P states. Here, the mixing of the 2PF=1-levels
shifts them by ±�.
Source: Plot courtesy of Aldo Antognini.

Theprotonpolarizability effects begin to contribute at order (Z↵)5m4
r . Theusualwayof calculating these effects is through

the two-photon exchange (TPE) diagram, see Section 6.3. The elastic effects beyond the charge radius (i.e., the contributions
of Friar and Zemach radii), together with some recoil corrections, are sometimes referred to as the ‘elastic TPE’. Therefore
the TPE effect is split into the ‘elastic’ and ‘polarizability’ contribution (see, e.g., Fig. 6.1).

6.1. Charge and Zemach radii from muonic hydrogen

Fig. 6.2 shows the n = 2 energy-level scheme of µH and the measured transitions, i.e.:

h⌫t = E(2PF=2
3/2 ) � E(2SF=1

1/2 ), (6.4a)

h⌫s = E(2PF=1
3/2 ) � E(2SF=0

1/2 ). (6.4b)

The obtained experimental values for the Lamb shift and the HFS [24,25,226],

Eexp
LS = 1/4 h⌫s + 3/4 h⌫t � EFS(2P) � 1/8 EHFS(2P3/2) � 1/4 � = 202.3706(23) meV, (6.5a)

Eexp
HFS(2S) = h⌫s � h⌫t + EHFS(2P3/2) � � = 22.8089(51) meV, (6.5b)

thus rely on the theoretical calculation of the fine and hyperfine splittings of the 2P-levels [227]:
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Impressive 1 ppm accuracy requires improvement on 2Ɣ

� �

l l

p p

A. Antognini (BVR47@PSI 2016)

1S-HFS measurement in   H 
with 1 ppm accuracy 

µ

X

GE , GM g1, g2

X=p X=πN,…
uncertainty balance

forthcoming

103∆ relative 
uncertainty

X=p -6.51 140 ppm

X=πN,…(polarizability) 0.373 92 ppm

total -6.137 168 ppm

µH HFS and 2Ɣ
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magnetic radius significantly depends on 2Ɣ
J. C. Bernauer et al. (2014)

Scattering experiments and 2Ɣ

charge radius only slightly depends on 2Ɣ
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dominant uncertainty
in Lamb shift

2Ɣ is not fully accounted in scattering experiments
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2Ɣ is not fully accounted in scattering experiments

magnetic radius significantly depends on 2Ɣ
J. C. Bernauer et al. (2014)

μp elastic scattering is planned by MUSE@PSI(2017-18) 
2Ɣ correction in MUSE ?

Scattering experiments and 2Ɣ

charge radius only slightly depends on 2Ɣ
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forward scattering
at zero energy

(atomic correction)

k’=k=(m,0,0,0)
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Lamb shift 2Ɣ correction. Forward VVCS

Shift of S energy level 2Ɣ correction

2Ɣ blob - forward virtual Compton scattering

Mµ⌫ = Mµ⌫
S +Mµ⌫

A

spin-independent amplitudes

spin-dependent amplitudes

- unpolarized 2Ɣ amplitude

photon energy ⌫� =
p · q
M

photon virtuality Q2 = �q2

Forward VVCS tensor

f+

�E2�
nS ⇠ f+| n(0)|2

p p

� �

l l

q q

Mµ⌫
S ⇠ T1(⌫� , Q2),T2(⌫� , Q2)

Mµ⌫
A ⇠ S1(⌫� , Q2), S2(⌫� , Q2)
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Forward VVCS. Dispersion relations

Unsubtracted disp. rel. works for

Optical theorem  

T2, S1, S2, ⌫�S2

Dis. rel. for amplitude T1 requires

Fixed-Q2 dispersion relations

relates Compton amplitudes

to proton structure functions

Im S2 ⇠ g2Im S1 ⇠ g1Im T1 ⇠ F1 Im T2 ⇠ F2

subtraction function Tsubt
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(0, Q2) ⌘ T
1

(0, Q2)� TBorn
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Empirical estimate of subtraction function
High-energy behavior of T1 in Regge theory
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Empirical estimate of subtraction function

Donnachie-Landshoff and Bosted-Christy fits at low Q2
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Empirical estimate of subtraction function
Empirical result           vs.          theoretical predictions

expected low-Q2 behavior 

satisfied within 1.5σ

Tsubt
1 (0, Q2) = �MQ2 +O(Q4)

O. Tomalak and M. Vanderhaeghen (2016)

empirical result
Birse et al.
BChPT, Lensky et al.
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Empirical estimate of subtraction function
Empirical result           vs.          theoretical predictions

empirical estimate
connected to p.d.g. value of

magnetic polarizability

expected low-Q2 behavior 

satisfied within 1.5σ

Tsubt
1 (0, Q2) = �MQ2 +O(Q4)

O. Tomalak and M. Vanderhaeghen (2016)

�(Q2) ⌘ Tsubt
1 (0, Q2)

Q2

�Esubt
2S (µH) ⇡ 4.2± 1.0 µeV

slightly smaller than Birse et al.

�Esubt
2S (µH) ⇡ 2.3± 1.3 µeV

empirical result
Birse et al.
BChPT πN+ Δ+ πΔ
βM, PDG 2014 
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non-forward scattering

k’≠k
p’≠p

forward scattering

k’=k
p’=p

� �

l l

p p

� �

l l

p p



Structure amplitudes
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Discrete symmetries 6 structure amplitudes

M. Gorchtein, P.A.M. Guichon and M. Vanderhaeghen (2004)

P.A.M. Guichon and M. Vanderhaeghen (2003)

✏

Q2 = �(k � k0)2

 photon polarization parameter

 momentum transfer

 crossing symmetric variable
s = (p+ k)2

u = (k � p0)2
⌫ =

s� u

4

Electron scattering is described by 3 structure amplitudes

Muon scattering requires lepton helicity-flip amplitudes

Goldberger et al. (1957)

ml 6= 0

T non�flip ⇠ GM (⌫, Q2),F
2

(⌫, Q2),F
3

(⌫, Q2)

p p

l(k) l(k0)

T flip ⇠ F4(⌫, Q
2),F5(⌫, Q

2),F6(⌫, Q
2)
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2Ɣ correction to cross-section
Leading 2Ɣ contribution to cross section - interference term

ε in range (ε0, 1)
 or (1, ε0) 

O. Tomalak and M. Vanderhaeghen (2014)

� � �

2Ɣ correction is given by amplitudes real parts

l l

p p p p

l l
�2� =
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P
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T 2�(T 1�)⇤
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G1 = GM +
⌫

M2
F3 +
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F5
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⌫

M2
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non-forward scattering

k’≠k
p’≠p

� �

proton state

p p

l l



Box diagram model
The one-photon exchange on-shell vertex

Point-like couplings

Dipole FFs for

30

P. G. Blunden, W. Melnitchouk, and J. A. Tjon (2003)

� � � �
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l l l l

llll

p p p p

pppp

FD(Q2) = 1 FP (Q
2) = µP � 1

GM , GE

FD FD

FD FDFP FP

FP FP

�µ(Q2) = �µFD(Q2) +
i�µ⌫q⌫
2M

FP (Q
2)

IR divergencies
are subtracted

L.C. Maximon and J. A. Tjon (2000)

Dirac and Pauli
 form factors

FD FP



Box diagram model

Point-like couplings

Dipole FFs for

31

P. G. Blunden, W. Melnitchouk, and J. A. Tjon (2003)

FD(Q2) = 1 FP (Q
2) = µP � 1

GM , GE

unsubtracted disp. rel. in ep scattering disagree with model

The one-photon exchange on-shell vertex

�µ(Q2) = �µFD(Q2) +
i�µ⌫q⌫
2M

FP (Q
2)

� � � �

� �� �

l l l l

llll

p p p p

pppp

FD FD

FD FDFP FP

FP FP

IR divergencies
are subtracted

L.C. Maximon and J. A. Tjon (2000)

Dirac and Pauli
 form factors

FD FP
F3
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2Ɣ in e-p elastic scattering

Q2 = 1 GeV2
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unsubtracted vs. subtracted disp. rel.box diagram model vs. unsubtr. dis. rel.

2Ɣ in e-p elastic scattering

Q2 = 0.05 GeV2

Q2 = 0.05 GeV2

Q2 = 1 GeV2 Q2 = 1 GeV2

O. T. and M. Vanderhaeghen (2015)

Proton only partially accounts for 2Ɣ at low ε and large Q2
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box diagram model vs. subtracted dis. rel.

CLAS data and 2Ɣ

CLAS data
 in agreement with 2Ɣ fit

Q2 ⇡ 0.85 GeV2

Q2 ⇡ 1.45 GeV2

Q2 ⇡ 0.206 GeV2

data points compatible with zero

2Ɣ data from
e+p/e-p cross section ratio

R =
�(e+p)

�(e�p)
⇡ 1� 2�2�

subtracted disp. rel., ε0 = 0.85

box diagram model

CLAS (2013)
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near-forward scattering

k’≠k
p’≠p

forward scattering

k’=k
p’=p

account for inelastic 2Ɣ
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l l
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Low-Q2 inelastic 2Ɣ correction (e-p)
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2Ɣ at large    agrees with empirical fit

Q, Q2 ln2 Q2, Q2 ln Q2 terms reproduced

unpolarized proton structure

TPE blob - near-forward virtual Compton scattering

O. T. and M. Vanderhaeghen (2016)

R. W. Brown (1970), M. Gorchtein (2013)

� �

{region of applicability

l

pp

l

�2� =

Z
d⌫�dQ̃

2(!1(⌫� , Q̃
2) · F1(⌫� , Q̃

2) + !2(⌫� , Q̃
2) · F2(⌫� , Q̃

2))

rE extraction ✓"

M. E. Christy, P. E. Bosted (2010)
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Low-Q2 inelastic 2Ɣ correction (e-p)
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comparison with low Q2 measurements

CLAS data in agreement with Born + inelastic 2Ɣ

VEPP-3 data in agreement with Born 2Ɣ only
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MUSE estimates (  -p)µ

O. T. and M. Vanderhaeghen (2014, 2016)
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expected muon over electron ratio

K. Mesick talk (PAVI 2014), MUSE TDR (2016)

MUSE experiment

proton box diagram model + inelastic 2Ɣ

small inelastic 2Ɣ

small 2Ɣ uncertainty

MUSE estimates (  -p)µ

can test rE extraction

O. T. and M. Vanderhaeghen (2014, 2016)
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k’≠k
p’≠p

non-forward scattering

k’≠k
p’≠p

disp. rel.

near-forward scattering

elastic + inelastic

� �

l l

p p

� �

l l

p p

X

X = p+ ⇡N
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intersection of phys. region
 and inelastic threshold

Q2 = m2
⇡(

2M +m⇡

M +m⇡
)2 ⇠ 3.5m2

⇡

inelastic threshold

physical region

unitarity relations
work in

−0.15 −0.10 −0.05 0.05 0.10 0.15 ν, GeV2

0.1

0.2

Q2, GeV2

s = (M +m+m⇡)
2u = (M+m+m⇡)

2

Unitarity relations

Pion electroproduction amplitudes are taken from MAID

2= � �

ZX

� �

ll l l

pp p p
N

⇡

πN in dispersive framework (e-p)
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unsubtracted disp. rel.

preliminary

Q2 = 0.05 GeV2

πN in dispersive framework (e-p)
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P33, unsubtracted disp. rel.

Δ, low-Q2

inelastic low-Q2−0.2

−0.1

0

0.1

ε
0 0.2 0.4 0.6 0.8

other partial waves
important



43

unsubtracted disp. rel.

P33 contributes up to 1/2 of inelastic 2Ɣ

preliminary

preliminary

Q2 = 0.05 GeV2

Q2 = 0.05 GeV2
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Conclusions

- Theoretical estimates for 2Ɣ (ep and μp)

- Subtracted disp. rel. formalism for ep scattering

- Forward limit of 2Ɣ in lp scattering

- First estimates for πN channel in disp. rel.

Outlook

- Extraction of magnetic radius accounting for 2Ɣ

-   Application to forthcoming high-precision HFS exp.

- Comparison with VEPP-3, CLAS, OLYMPUS

- Proton T1 subtraction function estimated from data



Thanks for your attention !!!
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amplitudes: real partsamplitudes: imaginary parts
DR

cross section correctionexp. data/phenomenology

unitarity

analyticity

f(z)

2� corrections

  D. Borisyuk, A. Kobushkin (2008)

<F(⌫) =
2⌫

⇡
P
Z 1

⌫min

=F(⌫0 + i0)

⌫02 � ⌫2
d⌫0

on-shell one-photon amplitudes

Fixed-Q2 dispersion relation framework
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Proton intermediate state is outside physical region

elastic threshold inelastic threshold

physical region

unitarity relations
 work in

Analytical continuation for arbitrary FFs parametrization is found
O. Tomalak and M. Vanderhaeghen (2015)

Mandelstam plot (ep)
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Hadronic model vs. dispersion relations
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Imaginary parts are the same

Real parts  are the same for

all FDFD amplitudes
  FDFP amplitudes FPFP amplitudes

GM F2 F3 F5 F2 GM +
⌫

M2
F3

- for amplitude        subtracted DR should be used

 Calculation based on DR for ep scattering

- for amplitudes              unsubtracted DR can be usedG1, G2

F3

F5

fixed from                  data�2�(⌫0, Q
2)- subtraction point

Fixed-Q2 subtracted dispersion relation works for all amplitudes

<FFPFP
3 (⌫0, Q

2)
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T1 subtraction function TPE correction
F4

For enhanced at HE  function
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Valid only for small Q2

Subtraction function contributes only to       amplitude

In the limit of small electron mass TPE correction vanishes
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πN TPE contribution in dispersive framework (ep)

subtracted DR

account of P33 channel decreases uncertainty with subtracted DR

preliminary

elastic + P33

A1 collaboration
elastic, ε0 = 0.2
elastic, ε0 = 0.5
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Proton form factors problem

V. Punjabi et al. (2015)

A possible explanation - two-photon exchange
51

Eur. Phys. J. A (2015) 51: 79 Page 13 of 44

surprising at the time (1998–2002), as they appeared to
contradict the previously accepted belief that the ratio
µpGEp/GMp remains close to 1, a consensus based on the
Rosenbluth separation results up to 6GeV2, as illustrated
in fig. 9.

As discussed above, the two methods available to de-
termine the proton form factors GEp and GMp, the Rosen-
bluth separation and polarization transfer, give defini-
tively different results; the difference cannot be bridged by
either simple re-normalization of the Rosenbluth data [57],
or by variation of the polarization data within the quoted
statistical and systematic uncertainties. This discrepancy
has been known for sometime now, and has been the sub-
ject of extensive discussion and investigation. A possible
explanation is the contribution from the hard two-photon
exchange process, which affects the polarization transfer
components at the level of only a few percent, but has
drastic effects on the Rosenbluth separation results. This
will be discussed in detail in sect. 3.3.

Following the unexpected results from the two first po-
larization transfer experiments in Hall A at JLab, GEp(1)
and GEp(2), a third experiment in Hall C, GEp(3), was
carried out to extend the Q2-range to ≈ 9GeV2. Two
new detectors were built to carry out this experiment: a
large solid-angle electromagnetic calorimeter and a dou-
ble focal plane polarimeter (FPP). The recoil protons
were detected in the high momentum spectrometer (HMS)
equipped with two new FPPs in series. The scattered elec-
trons were detected in a new lead glass calorimeter (Big-
Cal) built for this purpose out of 1744 glass bars, 4×4 cm2

each, and a length of 20X0, with a total frontal area of
2.6m2 which provided complete kinematical matching to
the HMS solid angle. This experiment was completed in
the spring of 2008 and measured the form factor ratio at
Q2 of 5.2, 6.7 and 8.5GeV2.

Figure 10 shows the results from the three JLab exper-
iments [7–10, 101], as the ratio µpGEp/GMp versus Q2.
The uncertainties shown for the recoil polarization data
are statistical only.

The striking feature of the results of the GEp(3) exper-
iment is the continued, strong and almost linear decrease
of the ratio with increasing Q2, albeit with some indica-
tion of a slowdown at the highest Q2. The GEp(3) overlap
point at 5.2GeV2 is in good agreement with the two sur-
rounding points from the GEp(2) data [9,10]. The GEp(3)
experiment used a completely different apparatus in a Q2

range where direct comparison with the Hall A recoil po-
larization results from the GEp(2) experiment is possi-
ble. This comparison provides an important confirmation
of the reproducibility of the results obtained with the re-
coil polarization technique. Additionally, the results of the
high-statistics survey of the ϵ dependence of GEp/GMp

at Q2 = 2.5GeV2, obtained from the GEp(2γ) experi-
ment [106], which ran at the same time as the GEp(3)
experiment is shown as a magenta star in fig. 10, and is
in excellent agreement with the results from the GEp(1)
experiment in Hall A [7,8] at Q2 = 2.47GeV2.

The results of the three JLab GEp experiments are
the most precise measurements to date of the proton form

Fig. 10. All data for the ratio µpGEp/GMp obtained from
the three large Q2 recoil polarization experiments at JLab
(filled circle (blue) [8], filled star (magenta) [106], filled square
(red) [10] and filled triangle (black) [101]) compared to Rosen-
bluth separation data (green), open diamond [20], open cir-
cle [21], filled diamond [22]. The curve is the same as in figs. 8,
a 7 parameter fit given in eq. (44).

factor ratio in this range of Q2, hence they represent a very
significant advancement of the experimental knowledge of
the structure of the nucleon. The proton electromagnetic
form factor results from Jefferson Lab at high values of
the four-momentum transfer Q2 have had a big impact on
progress in hadronic physics; these results have required
a significant rethinking of nucleon structure which will be
discussed in the theory section.

3.2.2 Neutron form factors

The early measurements of the form factors of the neutron
are discussed in sect. 3.1.2; in this section only double-
polarization measurements are discussed. The recoil polar-
ization and beam-target asymmetry, both techniques that
have been used to measure GEp and GMp, also have been
used to measure GEn and GMn. However, as there are no
free neutron targets, measurements of GEn and GMn are
more difficult than GEp and GMp. To make these mea-
surements, complex light targets like 2H and 3He must
be used in quasi elastic scattering. First, the recoil polar-
ization experiments, and next the beam-target asymmetry
experiments to extract GEn, will be described.

The use of the recoil polarization technique to mea-
sure the neutron charge form factor was made first at the
MIT-Bates laboratory in the late 80’s using the exclu-
sive 2H⃗(e⃗, e′n⃗)p reaction [107]. The advantage of using a
deuteron target is that theoretical calculations predict the
extracted neutron form factor results to be insensitive to
effects like, final state interaction (FSI), meson exchange
currents (MEC), isobar configurations (IC), and to the
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