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Outline

First global QCD analysis of polarised inclusive DIS
including (6 GeV) JLab data

New Iterative Monte Carlo (IMC) methodology,
with Bayesian determination of PDF errors

Aim to understand quark & gluon spin structure of proton

single-fit technology problematic for some PDFs

First MC extraction of fragmentation functions (FFs)  
from e  e   single-inclusive annihilation (SIA) data+ _

First combined analysis of polarised DIS + SIDIS + SIA data,
with simultaneous extraction of PDFs and FFs

resolves strange quark polarisation puzzle
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Proton spin structure
Question of how proton spin decomposed into its q & g
constituents has engrossed community for ~ 30 years 

experimentally,  from hadron weak decays have

in nonrelativistic quark model, spin of proton is carried
entirely by quarks

�⌃ = �u+ +�d+ +�s+ = 1 �q+ ⌘ �q +�q̄

�u+ ��d+ = gA = 1.269(3) [SU(2) symmetry]

�u+ +�d+ ��s+ = a8 = 0.586(31) [SU(3) symmetry]

third combination of flavours measured in polarised DIS
Z 1

0
dx g1 =
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Proton spin structure
Question of how proton spin decomposed into its q & g
constituents has engrossed community for ~ 30 years 

solving system of equations, early indications were that

�⌃ ⇡ 0 ! EMC (1988)

since proton spin sum requires 
1

2
=

1

2
�⌃+�G+ Lq + Lg

�s+ ⇡ �(0.1� 0.2)

does remaining spin come from 
— large gluon polarisation?
— orbital angular momentum?

stimulated many advances in theory, experiment
& data analysis 
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Data analysis methodology
Analysis of data requires estimating expectation values
and variances of observables     (= PDFs, FFs)O

E[O] =

Z
dnaP(~a|data)O(~a)

V [O] =

Z
dnaP(~a|data) ⇥O(~a)� E[O]

⇤2

probability distribution

P(~a|data) / L(data|~a) ⇡(~a)

L(data|~a) ⇠ exp

⇥
� 1

2

�2
(~a)

⇤
likelihood function

Bayes’ theorem

�2
(~a) =

X

i

✓
data i � theoryi(~a)

�(data)

◆2

priors
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Standard method for evaluating E, V  is  “maximum likelihood”

maximize probability distribution
P(~a|data) ! ~a0

E[O(~a)] = O(~a0) V [O(~a)] ! Hessian

if     linear in parameters, and if probability is
symmetric in all parameters
O

In practice, since in general                           ,
maximum likelihood method will sometimes fail

E[f(~a)] = f(E[~a])

need more versatile approach (e.g. Monte Carlo)

,

E[O] ⇡ 1

N

X

k

O(~ak) V [O] ⇡ 1

N

X

k

⇥O(~ak)� E[O]
⇤2,

Data analysis methodology

6



but sample significantly larger parameter space than possible
in single-fit analyses

no assumptions for exponents sampler

priors

fit

fit

fit

posteriors

original data

pseudo

data

training

data

fit

parameters from

minimization steps

validation

data

validation

posterior

as initial

guess

prior

Use traditional functional form for input distribution shape

cross-validation to avoid
overfitting

iterate until convergence
criteria satisfied

unambiguous determination
of PDF uncertainties

Data analysis methodology

xf(x) = Nx

a (1� x)b (1 + c

p
x+ d x+ · · · )
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Fit experimental asymmetries (longitudinal & transverse) 
rather than derived structure functions

remove assumptions about                  ratioR = �L/�T

Inclusive DIS global analysis
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2x
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2x

(1 + �2)F2 � FL

Ak =
⇥"+ � ⇥"*

⇥"+ + ⇥"* = D(A1 + �A2)

A? =
⇥") � ⇥"(

⇥") + ⇥"( = d(A2 � �A1)

where

D (A1 + ⌘A2)

d (A2 � ⇣ A1)

�

2 =
4M2

x

2

Q

2
x =

Q

2
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LO
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X

q

e

2
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e
′

X
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∗
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mostly insensitive to polarised strangeness and glue
Inclusive DIS data constrain                   distributions�u+ & �d+

Assume          can be described as sum of twist
and higher twist (generally 1/Q  suppressed) terms

g1, g2 ⌧ = 2

g1 = g⌧2(TMC)
1 + g⌧3(TMC)

1 + g⌧41

g2 = g⌧2(TMC)
2 + g⌧3(TMC)

2

Inclusive DIS global analysis

includes target mass corrections
(TMCs),  proportional to 

⇢

2 = 1 +
4M2

x

2

Q

2
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Inclusive DIS global analysis

Work in moment space (faster numerical computations)

g(n)1,�2 =
1

2

X

q

e2q (�C(n)
qq �q(n) +�C(n)

g �g(n))

g(n)2,�2 = �n� 1

n
g(n)1,�2

n-th moment of function

Leading twist contributions
e.g. for proton (at leading order)

Structure function moments at next-to-leading order (NLO)

�q

(n) ⌘
Z 1

0
dx x

n�1�q(x)

hard scattering
(Wilson) coefficients

gp1,⌧2
LO
=

1

2

⇣4
9
�u+ +

1

9
�d+ +

1

9
�s+ + · · ·

⌘
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twist-3 part of      parametrised via twist-3 PDFsg2

phenomenological twist-4 part

Higher twist corrections

twist-3 part of      related to twist-3 part of g1 g2

Inclusive DIS global analysis

g

⌧3
2 (x) = D(x)�

Z 1

x

dz

z

D(z)

g

⌧3
1 (x) = (⇢2 � 1)


g

⌧3
2 (x)� 2

Z 1

x

dz

z

g

⌧3
2 (z)

�

D(x) =
X

q

e

2
q Dq(x)

Dq

,

g⌧41 (x) =
H(x)

Q2
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twist-3 PDFs large!
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γ∗

q

N*

M

X

N

=
N*,N’* q, X

Σ

γ∗M

N’*N

Σ

Polarization of quark sea?
Inclusive DIS data cannot distinguish between q and q_

semi-inclusive DIS sensitive to �q & �q̄

⇠
X

q

e

2
q

⇥
�q(x)Dh

q (z) +�q̄(x)Dh
q̄ (z)

⇤

but need fragmentation functions!

Global analysis of DIS + SIDIS data gives different sign for
strange quark polarisation for different fragmentation functions!

for “DSS” parametrisation
�s < 0

�s > 0

need to understand origin of differences in fragmentation!

for “HKNS” parametrisation Hirai et al., PRD75, 114010 (2007)

de Florian et al., PRD75, 094009 (2007)

z =
EM

E�⇤
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analyses, the MC representation is significantly more
versatile and adaptable in describing the FFs. Indeed, the
resulting averaged central value of the FFs as a function of z
is a linear combination of many functional shapes, effec-
tively increasing the flexibility of the parametrization.

IV. DATA SETS

In the current analysis we use all available data sets from
the single-inclusive annihilation process eþe− → hX, for
h ¼ π# and K# mesons. Table I summarizes the various
SIA experiments, including the type of observable mea-
sured (inclusive or tagged), center-of-mass energy Q,
number of data points, and the χ2 values and fitted
normalization factors for each data set. Specifically, we
include data from experiments at DESY (from the TASSO
[23–25] and ARGUS [26] Collaborations); SLAC (TPC
[27–29], HRS [30], SLD [31] and BABAR [40]
Collaborations); CERN (OPAL [32,33], ALEPH [34]

and DELPHI [35,36] Collaborations); and KEK (TOPAZ
[37] and Belle [38,39] Collaborations). Approximately half
of the 459 π# data points and 391 K# data points are near
the Z-boson pole, Q ≈MZ, while the most recent, high-
precision Belle and BABAR data from the B-factories are at
Q≃ 10.5 GeV. The latter measurements in particular
provide a more comprehensive coverage of the large-z
region, and reveal clearer scaling violation effects com-
pared with the previous higher-energy measurements.
In the TPC, OPAL, DELPHI and SLD experiments,

light-quark and heavy-quark events were separated by
considering the properties of final-state hadrons. In the
SLD experiment, for example, events from the primary c
and b quarks were selected by tracks near the primary
interaction point. For each secondary vertex, the total
transverse momentum and invariant mass were obtained,
after which the data were separated into c- and b-tagged
events depending on the masses and transverse momenta.
Some events without the secondary vertex were considered

TABLE I. Single-inclusive eþe− annihilation experiments used in this analysis, including the type of observable (inclusive or tagged),
the center-of-mass energy Q (in GeV), the number of data points Ndat, the average fitted point-to-point normalization factors NðeÞ

i
averaged over each experimental data set (or “1” for data sets not providing correlated systematic errors), and the χ2 values, for pions and
kaons. Note that the normalization factors for the various TASSO data, indicated by (*) in the table, are in the range 0.976–1.184 for
pions and 0.891–1.033 for kaons. The listed χ2 and average normalization values correspond to fits obtained including the BABAR
“prompt” data [40], while the results including instead the “conventional” BABAR data are listed in parentheses only for pions (for kaons
the “prompt” and “conventional” data sets are essentially identical).

Pions Kaons

Experiment Ref. Observable Q (GeV) Ndat norm. χ2 Ndat norm. χ2

ARGUS [26] Inclusive 9.98 35 1.024 (1.058) 51.1 (55.8) 15 1.007 8.5
Belle [38,39] Inclusive 10.52 78 0.900 (0.919) 37.6 (21.7) 78 0.988 10.9
BABAR [40] Inclusive 10.54 39 0.993 (0.948) 31.6 (70.7) 30 0.992 4.9
TASSO [23–25] Inclusive 12-44 29 (*) 37.0 (38.8) 18 (*) 14.3
TPC [27–29] Inclusive 29.00 18 1 36.3 (57.8) 16 1 47.8

uds tag 29.00 6 1 3.7 (4.6)
b tag 29.00 6 1 8.7 (8.6)
c tag 29.00 6 1 3.3 (3.0)

HRS [30] Inclusive 29.00 2 1 4.2 (6.2) 3 1 0.3
TOPAZ [37] Inclusive 58.00 4 1 4.8 (6.3) 3 1 0.9
OPAL [32,33] Inclusive 91.20 22 1 33.3 (37.2) 10 1 6.3

u tag 91.20 5 1.203 (1.203) 6.6 (8.1) 5 1.185 2.1
d tag 91.20 5 1.204 (1.203) 6.1 (7.6) 5 1.075 0.6
s tag 91.20 5 1.126 (1.200) 14.4 (11.0) 5 1.173 1.5
c tag 91.20 5 1.174 (1.323) 10.7 (6.1) 5 1.169 13.2
b tag 91.20 5 1.218 (1.209) 34.2 (36.6) 4 1.177 10.9

ALEPH [34] Inclusive 91.20 22 0.987 (0.989) 15.6 (20.4) 18 1.008 6.1
DELPHI [35,36] Inclusive 91.20 17 1 21.0 (20.2) 27 1 3.9

uds tag 91.20 17 1 13.3 (13.4) 17 1 22.5
b tag 91.20 17 1 41.9 (42.9) 17 1 9.1

SLD [31] Inclusive 91.28 29 1.002 (1.004) 27.3 (36.3) 29 0.994 14.3
uds tag 91.28 29 1.003 (1.004) 51.7 (55.6) 29 0.994 42.6
c tag 91.28 29 0.998 (1.001) 30.2 (40.4) 29 1.000 31.7
b tag 91.28 29 1.005 (1.005) 74.6 (61.9) 28 0.992 134.1

Total: 459 599.3 (671.2) 391 395.0
χ2=Ndat ¼ 1.31 (1.46) χ2=Ndat ¼ 1.01

NOBUO SATO et al. PHYSICAL REVIEW D 94, 114004 (2016)
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IMC analysis of fragmentation functions
Analyse single-inclusive e  e   annihilation data for
pion & kaon production from DESY, CERN, SLAC & KEK
from Q ~ 10 GeV to Z-boson pole 

+ _

prompt (conventional)
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IMC analysis of fragmentation functions

pion production
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some issues at high z
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due to larger uncertainties
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favoured FFs well constrained; unfavoured not as well…

very hard g     K fragmentation?   (robust feature!)

nontrivial shape of s     K  fragmentation
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qualitatively similar behavior as in previous analyses

JAM strange FF closer to DSS parametrization
— impact on        extraction??�s+
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Simultaneous analysis
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Using same IMC tools, new analysis attempted first ever
simultaneous determination of spin PDFs and FFs, fitting
to DIS, SIA and polarised SIDIS (HERMES, COMPASS) data

     slightly > 0 at high x, 
consistent with zero
�s

consistent with zero
�s��s̄ & �ū��d̄
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2

process target Ndat �2

DIS p, d, 3He 854 854.8
SIA (⇡±,K±) 850 997.1
SIDIS (⇡±)

HERMES [15] d 18 28.1
HERMES [15] p 18 14.2
COMPASS [16] d 20 8.0
COMPASS [17] p 24 18.2

SIDIS (K±)
HERMES [15] d 27 18.3
COMPASS [16] d 20 18.7
COMPASS [17] p 24 12.3

Total: 1855 1969.7

TABLE I. Summary of �2 values and number of data points
Ndat for the various processes used in this analysis, with the
HERMES [15] and COMPASS [16, 17] SIDIS results listed
separately.

the fraction z = p · ph/p · q of the virtual photon’s mo-
mentum (q) carried by the outgoing hadron (ph), with p

the target momentum.
The polarized g

h
1 function in Eq. (1) is defined in terms

of the spin-dependent PDFs �q and FFs D

h
q ,

g

h
1 (x, z,Q2) =

1

2

X

q

e

2
q�q(x,Q2)Dh

q (z,Q2) + O(↵s), (2)

where the O(↵s) corrections are given in Ref. [14]. The
unpolarized structure function F

h
1 is defined analogously

to Eq. (2) with the spin-dependent PDFs and coe�cients
replaced by their spin-averaged counterparts.

Following Refs. [5, 13], we parameterize both the po-
larized PDFs and FFs at the input scale Q

2
0 = 1 GeV2

using template functions of the form

T(x;a) =
M x

a(1 � x)b(1 + c

p
x)

B(n + a, 1 + b) + cB(n + 1
2 + a, 1 + b)

, (3)

where a = {M,a, b, c} are the fitting parameters, and B

is the Euler beta function. For the polarized PDFs we set
n = 1 so that M corresponds to the first moment of the
distribution. This template is used for all of the fitted
polarized PDFs, which we choose to be �q

+, �q̄ and �g,
for the flavors q = u, d and s. The FFs are also given by
Eq. (3) (with “x” replaced by the z variable), setting
c = 0 and n = 2, so that M corresponds to the average
momentum fraction carried by the produced hadron. For
the FFs D

⇡+

u+ ⌘ D

⇡+

u + D

⇡+

ū = D

⇡+

d+ , D

K+

u+ , and D

K+

s+ ,
which contain both favored and unfavored distributions,
we assign two template functions, while for the remaining
unfavored FFs, D⇡+

ū = D

⇡+

d , D⇡+

s = (1/2)D⇡+

s+ , DK+

ū =

(1/2)DK+

d+ and D

K+

s , a single template function is used.
The resulting �

2 values for each process fitted in our
analysis are presented in Table I. The inclusive DIS and
SIA data sets are as in Refs. [5] and [13], respectively,
with similar �2 values as in the individual fits. The SIDIS
data sets are from the HERMES experiment [15] for ⇡

±
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FIG. 1. Spin-dependent PDFs with 1� uncertainty bands
from the JAM17 fit at the input scale Q2

0 = 1 GeV2. The
full results (red solid curves) are compared with the JAM15
�q+ PDFs [5] (blue dashed curves) and with the DSSV09
fit [10] for sea quark PDFs (green dotted curves). The �s+

PDF is also compared with the JAM17 fit including the SU(3)
constraint on the octet axial charge (black dot-dashed curve).

and K

± production from the deuteron, and ⇡

± produc-
tion from the proton, and from the COMPASS experi-
ment with ⇡

± and K

± production from deuterium [16]
and hydrogen [17] targets. Overall, the �

2 per datum for
all the SIDIS ⇡

± data is 68.5/80, and 49.3/71 for the K

±

data, while the �

2 per datum for the combined inclusive
DIS, SIDIS and SIA data is 1969.7/1855 ⇡ 1.06.

The polarized PDFs obtained from the combined fit
are illustrated in Fig. 1 at the input scale, together with
their 1� uncertainties. In the calculation of the asymme-
tries A

h
1 , for the denominator we use the spin-averaged

PDFs from the CJ12 NLO global fit [18]. The �u

+ and
�d

+ PDFs, which are determined largely by the inclu-
sive DIS data, are similar to those in the previous JAM15
analysis [5], giving only marginally harder distributions
at large x values. The di↵erence in the magnitudes of
�d

+ at x ⇠ 0.2 arises from anticorrelation with �s

+;
since the latter is less negative, it requires some compen-
sation to describe the DIS observables.

Unlike inclusive DIS, the SIDIS observables can in
principle discriminate between di↵erent quark and an-
tiquark flavors, and in Fig. 1 we also show the light sea
quark polarizations for the isoscalar and isovector combi-
nations �ū ± �d̄. Our results suggest a slightly positive
isovector sea polarization in the range x ⇡ 0.01 � 0.1,
with the isoscalar combination more consistent with zero.
This is similar to the expectations in some nonperturba-
tive models [19, 20] that predict larger isovector than

Simultaneous analysis
Using same IMC tools, new analysis attempted first ever
simultaneous determination of spin PDFs and FFs, fitting
to DIS, SIA and polarised SIDIS (HERMES, COMPASS) data

SIDIS data dwarfed
by DIS & SIA

smaller       for K cf. 
SIDIS due to larger errors

⇡�2
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Simultaneous analysis
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significantly worse fit using
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no such effect observed
for pion data sensitive to
�ū & �d̄
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Simultaneous analysis
Polarised strangeness in previous, DIS-only analyses (e.g. JAM15)

was negative at x ~ 0.1, induced by SU(3) and parametrisation bias

negligible sensitivity to         from DIS data & evolution
—  SU(3) pulls        to generate moment ~ -0.1

�s+

�s+

negative peak at x ~ 0.1 induced by fixing b parameter to ~ 6 - 8
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Simultaneous analysis
Fragmentation functions similar to previous SIA-only analysis

some constraint from SIDIS on unfavoured FFs               
but uncertainties still large
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new result more consistent with DSS at moderate z

(e.g. s ! K+)

qualitatively similar to NJL-Jet model calculation
Matevosyan et al., PRD 83, 114010 (2011)
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Statistical distribution of lowest moments (axial charges)

triplet charge       consistent with SU(2) valuegA

hint of SU(3) breaking in octet charge     a8

Simultaneous analysis

cf. Bass, Thomas, PLB 684, 216 (2010)

�s = �0.03(10)less negative                       gives larger total helicity �⌃ = 0.36(9)
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�ū �d̄�_

0.36(9)

1.24(4) 0.46(21)

0.05(8)

Q2 = 1 GeV2

26



Outlook
New paradigm in global QCD analysis
— simultaneous determination of collinear distributions
     using Monte Carlo sampling of parameter space 

Near-term future:  “universal” QCD analysis of all observables 
sensitive to collinear (unpolarised & polarised) PDFs and FFs

Longer-term:  apply IMC technology to global QCD analysis
of transverse momentum dependent (TMD) PDFs and FFs

First combined analysis of polarised DIS + SIDIS + SIA,
with consistent extraction of spin PDFs and FFs
without assuming SU(3) symmetry

resolves strange quark polarization puzzle:
(less negative than traditional SU(3) value              )

�s = �0.03(10)

�s ⇠ �0.1
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