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Abstract

Light dark matter (LDM) in the context of dark sector theories is an attractive candidate to make up the bulk of the mass of our Universe. This proposal presents the LDM discovery potential of a low-pressure, negative-ion, time-projection-chamber detector placed downstream of the Hall A beam-dump at Jefferson Lab receiving $10^{22}$ electrons on target (EOT). As with the approved Beam-Dump eXperiment (BDX) the Directional Recoil Identification From Tracks Beam-Dump eXperiment (DRIFT-BDX) would run parasitically and in parallel with BDX providing additional reach, confirmation potential and different backgrounds all providing a high degree of complementarity. DRIFT-BDX is sensitive to elastic nuclear recoil events with a threshold of $\sim 1$ keV/amu recoil energy. Multiple, powerful signatures of LDM interactions are possible with BDX-DRIFT detector. Detailed calculations present cosmic ray and beam-related background estimates. The proposed experiment will be sensitive to large regions of LDM parameter space, exceeding the discovery potential of existing and planned experiments in the MeV-GeV DM mass range.
Introduction

Despite decades of experimental progress in direct searches for dark matter in the GeV-TeV mass-scale [1], there are no compelling detections to date. This absence of detections, together with the lack of any hint of supersymmetry at the LHC [2], places severe constraints on the minimal, most “natural”, dark matter models. That, in turn, has led both theorists and experimentalists to look beyond the classic, supersymmetry-motivated weakly interacting massive particle (WIMP) dark matter [3][4]. An interesting candidate scale is light dark matter (LDM) in the range MeV-GeV [5]. LDM finds a natural home in theories which postulate new MeV-GeV scale ‘dark’ force carriers [5] and are accessible at high intensity accelerators with specially designed detectors [4].

Dark Sectors and Light Dark Matter

Electron beam dump experiments have a history dating back to the 1980s [6]. Recently there has been renewed interest in them because they have been shown to have high sensitivity to LDM under the parameterization of dark sector theories [4][7][8][9]. A schematic, highlighting the major elements of a beam dump experiment, is shown in Figure 1. The four main elements of a beam dump experiment are: 1) a multi-GeV electron beam, 2) an accelerator dump, 3) shielding to stop standard model (SM) particles produced in the dump, and 4) a detector.

Figure 1 - A schematic, highlighting the major elements of a beam dump experiment. The 4 main elements of a beam dump experiment are 1) a multi-GeV electron beam, 2) an accelerator dump, 3) shielding to stop standard model particles produced in the dump and 4) a detector.
The LDM particles could be produced when the electron beam interacts with the nuclei in the beam dump via the Cabibbo-Parisi radiative process producing $\chi\bar{\chi}$ pairs [4]. If the mass of the mediator $A'$, $m_{A'}$, is smaller than twice the mass of the dark matter particles, \(m_\chi (m_{A'} < 2m_\chi)\), then the dominant production mechanism is the radiative process illustrated in Figure 1 with $A'$ off-shell. In this regime, the production scales as $\sim a_D e^2/m_\chi^2$ where $a_D$ is the dark sector equivalent to the fine structure constant and $\varepsilon$ governs the coupling strength between the dark sector and the normal electromagnetic sector. Both are related to couplings in the Lagrangian. If $m_{A'} > 2m_\chi$ then the dominant production mechanism is the radiative production of the $A'$ followed by decay into a $\chi\bar{\chi}$ pair, also illustrated in Figure 1 on the left. In this regime, the production scales as $\sim e^2/m_{A'}^2$.

**The BDX experiment**

The BDX experiment utilizes a 1$m^3$-scale detector volume, located downstream of the beam-dump of a high-intensity multi-GeV electron beam running parasitically to a scheduled experimental program. The high-energy component of beam-related backgrounds will be eliminated with specifically designed shielding made of iron and concrete blocks installed between the dump and the detector, see Figure 1. A fraction of the produced $\chi\bar{\chi}$ pair could then scatter on the electrons of the BDX detector active material. For the $\chi$- e$^-$ interaction, since $m_\chi << m_e$, the typical scattered electron carries GeV-scale energy producing an easily detected electromagnetic shower in the BDX calorimeter. To identify and reduce the SM background that could mimic the LDM signal, a combination of passive shielding and active vetoes will be used.

*The BDX detector* - The BDX detector has two main components: an electromagnetic calorimeter (Ecal) used to detect the signals produced by the interacting DM particles, and an active veto system used to reject the background. A LDM event in BDX is characterized by the presence of an electromagnetic shower in the Ecal (E>300 MeV) coupled with null activity in the veto system.

Two hermetic plastic scintillator layers, named inner veto (IV) and outer veto (OV), form the veto system. A layer of lead ~5 cm thick placed between the Ecal and the vetoes is used to shield the latter from the low energy products of the electromagnetic showers escaping the Ecal. A representation of the BDX detector is shown in Figure 2. The detector makes use of established and easy-to-handle detector technologies based on organic and inorganic scintillation detectors. The technology choices were validated with a prototype during a measurement campaign at INFN, Sezione di Catania and LNS [9].
Signal - The typical signal in the BDX experiment is an event with large (>300 MeV) energy deposition in the electromagnetic calorimeter, with no activity in the surrounding veto system. Depending on the specific $\chi$ interaction model, the energy deposition is due to a single scattered electron from $\chi + e^- \rightarrow \chi + e^-$ (elastic scattering), or to a ($e'/e$) pair from the de-excitation $\chi_2 \rightarrow \chi_1 + e^+ + e^-$ (inelastic scattering). In order to evaluate the BDX sensitivity to the different LDM models, we performed a multi-step numerical calculation starting from the beam interaction with the dump to the dark beam production. The $\chi$ interaction in the detector was evaluated through a custom code, and using a GEANT-based simulation framework. The efficiency depends on the selection cuts used to identify the signal and reject backgrounds. The optimization process to determine the highest LDM sensitivity results in an efficiency of about 20%.

Background - The main beam-related backgrounds for the BDX experiment are neutrinos and very high-energy muons that penetrate through the shielding up to the detector location. These backgrounds were studied through high-statistics Monte Carlo simulations performed with the FLUKA software. The simulations included a detailed description (geometry and materials) of the Hall-A beam dump, the subsequent shielding, and the BDX detector inside the new experimental Hall. We simulated an 11 GeV electron-beam interacting with the beam-dump and propagated all particles to the location of interest sampling the flux in different locations.

A dedicated measurement campaign was performed in Spring 2018 at JLab in order to experimentally validate the framework for Monte Carlo simulation. By using the same technologies proposed for the final experiment, we demonstrated that the detector will be able to operate in the foreseen configuration, with no pile-up or other effects due to the low-energy
component of the radiation field (mainly thermal neutrons produced in the dump). The muon flux was measured at different heights with respect to the nominal beam height, in two different pipes. Each experimental configuration was simulated with FLUKA (for muon production and propagation to the detector) and GEANT (for muon interactions with the detector). In all cases, we found excellent agreement between data and Monte Carlo, as reported in [11].

Approval - BDX was presented to the Jefferson Lab Program Advisory Committee (PACs 44, 45 and 46) and approved with the highest scientific rating in July of 2018.

BDX-DRIFT Methodology

In addition to BDX we propose to use a low-pressure, directional TPC which has nuclear recoil thresholds, in the ~keV/amu range, and is insensitive to energetic electrons [12]. We will only consider the nuclear elastic scattering channel in this proposal and therefore is complementary to the BDX calorimeter described above. The differential, elastic scattering cross-section for coherent detection of the dark matter particles is given, to good approximation [7], by,

\[ \frac{d\sigma}{dT} = \frac{-8\pi\alpha_a e^2 Z^2 M}{(m_{A'}^2 + 2MT)^2} \]  

(1)

where \( T \) is the kinetic energy of the recoiling nucleus in the lab frame, \( \alpha \) is the fine structure constant, \( M \) and \( Z \) are the mass and charge of the scattered nucleus.

The Directional Recoil Identification From Tracks (DRIFT) Detector

WIMP detectors search for ~keV/amu nuclear recoils caused by dark matter [13]. Directional WIMP detectors go a step further and attempt to measure the direction of the recoiling ions to provide a signature of WIMP interactions [12]. Low pressure gaseous detectors are preferred for this work as the recoil ranges are then long enough to be measurable [14]. For the past 20 years DRIFT has utilized negative ion drift to limit diffusion in ~40 Torr of gaseous CS₂ [15][16] to enable stronger directional signals.

Negative Ion Time Projection Chamber (NITPC) Technology

A brief review of this technology, relevant to this proposal, is presented below.

Drifting negative ions – Invented by Dr. C. Jeff Martoff of Temple University [17], the use of negative ions to drift ionization to the readout plane reduces diffusion to thermal values in all three dimensions [15][16][18] compared to electron drift [19]. This enables NITPCs to have a longer drift distance (thus a larger volume for a given area of readout) and a lower energy threshold without sacrificing directional sensitivity [20][21]. Typical ion drift velocities (5×10⁻³
cm/µs [16]) are several orders of magnitude slower than typical electron drift velocities (1 cm/µs [19]) making for a slow detector.

**Directional Signatures** – NITPCs are sensitive to the predicted sidereal modulation in WIMP direction [15]. At the location of DRIFT in the Boulby mine in England over a sidereal day (23 hours, 56 minutes cycle), the average direction of the WIMP velocity vectors relative to the detector, changes from roughly pointing south to roughly pointing down (towards the center of the Earth) [15]. The recoils caused by WIMPs will, on average, align with the direction of the average of WIMP vectors [22]. The robustness of this sidereal modulation as a signature for WIMPs resides in the practical impossibility of backgrounds (24 hours cycle) mimicking this effect over a year.

In practice, observing the directional signature is difficult. In DRIFT’s gas mixtures, for instance, typical heavy (F and S) recoils from ~100 GeV/c² WIMPs are of order 1-2 mm long [23] while the fiducial volume is ~1 m³ with 50 cm maximum drift distance and a 0.7 mm maximum thermal diffusion RMS [16]. There are two strategies for observing this directional signature. The first involves measuring recoil track range components, x, y and z. At thresholds relevant to dark matter and with a full-sized DRIFT detector, the DRIFT collaboration has been able to observe this range component signature using neutron induced recoils [20]. The second, stronger, methodology, which involves using the differential ionization along the recoil track to identify the vector direction, or “head-tail,” of the track, has also been observed [21]. As discussed below, we now operate with a mixture of CS₂ and O₂ with unique properties. Recent papers demonstrate that these signatures are preserved in these gas mixtures [24][21]. Many other groups have measured the directional signals albeit by drifting electrons and with consequently worse results [12].

**Gamma/Electron/Muon Rejection** – The gamma rejection capability of a NITPC relies on the well-known physics of ionizing radiation. Nuclear recoils produce short tracks with high ionization density relative to Compton recoil electrons [15]. DRIFT detectors use ionization density as a trigger. By raising the ionization density threshold it has been shown that the detector essentially never triggers (rejection factor of better than 2×10⁻⁷ [25]) on the high background of Compton recoil electrons, but still retains high efficiency for nuclear recoil events [26]. For the same reason NITPCs are insensitive to muons.

**Cathode backgrounds** - DRIFT was the first to identify radon progeny recoils (RPRs) and low energy alphas (LEAs) as a problem for gas-based directional detectors [26][27]. Both originate from alpha decays on the edges of the fiducial volume, either from the central cathode or the detectors. RPRs are caused when a radon daughter alpha decays such that the alpha is emitted into the cathode or the MWPC wires and the recoiling nucleus enters the gas, resulting in a signal nearly identical to that expected from WIMPs [26]. LEAs occur when the alpha nearly ranges out in either the central cathode or the MWPC wires and, on rare occasions, emerges with short range but ionization similar to that expected of WIMP-recoils.
\textit{O}_2 \textit{Fiducialization} – In 2013 Snowden-Ifft discovered that the addition of a small amount of \textit{O}_2 in \textit{CS}_2 or \textit{CS}_2 gas mixtures creates additional anions, dubbed minority carriers [28]. These charge carriers each drift with different, discrete speeds. As with earthquake localization, the time difference between the arrival of the minority carriers is proportional to the distance travelled [28]. Thus, the distance between the detector and ionization events can be measured without a trigger. This allows for the complete elimination of backgrounds from nuclear recoils created at the edges of the fiducial volume in DRIFT [25]. As discussed below DRIFT is now completely free of RPR and LEA cathode backgrounds.

In addition, knowing the drift distance allows for precise knowledge of the point-spread function for the ionization. That, in turn, allows for deconvolution of the observed ionization and the ability to recover much of the original track’s features providing for an even stronger directional signature.

\textit{Time Tested NITPC Technology} – Over the past 20 years, the DRIFT collaboration has overcome many operational hurdles to achieve robust operation of our NITPC. The current detector ran nearly continuously in the Boulby mine in England for over a decade with only a modest amount of maintenance. It is still being used. As we write this proposal the detector, originally installed in 2005, is operating.

\textit{Calibration and Stable Operation} – The DRIFT collaboration has gone to great lengths to understand and characterize the response of the NITPCs to nuclear recoils. \textit{^{55}Fe} calibrations are automatically done every 6 hours in order to monitor the gas gain to better than 1\% accuracy [25]. \textit{^{252}Cf} neutron calibrations are done once a week and have been well matched to simulations [25].

\textit{Analysis} – As reported in [25] about 10 million events were recorded to disk over 54.7 days of live time, but no nuclear recoil events were found in the fiducial volume of the detector. All nuclear recoil events were RPRs originating from the cathode and were vetoed. The published limits from that experiment are shown in Figure 3.

To confirm that we had not inadvertently discarded nuclear recoils in the fiducial volume, the DRIFT collaboration took 45.4 days of unshielded data and found 14 events, consistent with recoils generated by ambient neutrons being emitted from the walls of the underground lab and interacting in the gas [25].

A recent unpublished analysis of additional shielded data, shows no events in \textit{\sim}150 days, increasing our limit by approximately a factor of three from that shown in Figure 3.
In summary, the NITPC technology developed by DRIFT over the previous several decades has unique capabilities, namely demonstrated low-threshold (~keV/amu nuclear recoils) and low-background (background-free operation for 150 days) performance. We believe this technology could be usefully employed in a beam dump experiment at JLab.
BDX-DRIFT Detector

![BDX-DRIFT-1m Diagram](image)

Figure 4 – A sketch of the BDX-DRIFT-1m detector. The lateral, xy, dimensions are 1 m each.

We consider a DRIFT-like detector placed behind the beam dump (BDX-DRIFT) and explore its sensitivity and capabilities for probing the dark sector. A sketch of a BDX-DRIFT-1m module is shown in Figure 4. The accelerator, beam dump and shielding are to the left producing a $\chi$ beam which enters from the left. The readouts on either end couple to two back to back drift volumes filled with a mixture of 40 Torr CS$_2$ and 1 Torr O$_2$ and placed into the beam, as shown. Because of the prevalence of S in the gas and the $Z^2$ dependence for elastic, low-energy scattering, the recoils would be predominantly S nuclei. Sulfur recoils with kinetic energies of order a few 10s of keV produced by LDM would be scattered within one degree of perpendicular to the beam line due to extremely low-momentum-transfer scattering kinematics. The signatures of LDM interactions, therefore, would be a population of events centered on the beamline, with a particular energy distribution and with ionization parallel to the detector readout planes. A BDX-DRIFT-10m detector would be made of 10 such modules aligned along the z dimension.
Sensitivity to the Dark Sector

For this calculation \( N_e = 10^{22} \) electrons on target (EOT) was assumed with an 11 GeV beam. For the dark sector parameters \( \alpha_D = 0.5 \), and \( m_A = 3m_\chi \). Dark matter flux numbers were obtained from a detailed Monte Carlo simulation done at INFN Genoa [29] including secondary scattering of the electrons in the dump. The number of detected nuclear recoil scatters was obtained by integrating Equation (1) for \( T > 20 \) keV. Zero background was assumed. Figure 5 shows the sensitivity (ability to exclude at 90% confidence level or greater) of a BDX-DRIFT-10m detector under these assumptions in relation to existing limits and the expectation of dark sector dark matter being a relic from the big bang. Figure 5 shows the sensitivity of a BDX-DRIFT-10m detector with the parameters as indicated.

\[
m_\chi = 3m_\chi, \alpha_D = 0.5, \text{EOT} = 10^{22}
\]

![Figure 5 – Sensitivity of the BDX-DRIFT-10m detector in comparison with existing limits.](image)

As can be seen, the limits attainable by BDX-DRIFT-10m are complementary to those of the BDX experiment. BDX-DRIFT also provides other complementarity in the exploration of other channels for detection and with different backgrounds. A detection by both detectors would be a powerful result.

Backgrounds Measured and Modeled

DRIFT has operated for decades 1 km underground in the Boulby Mine [25] and has recently demonstrated background-free operation for 150 days. In order to understand
backgrounds in BDX-DRIFT at or near the surface of the Earth from cosmic rays, a series of experiments were undertaken in 2018. Data was collected above and below ground using a purpose-built, small and portable DRIFT detector called BDX-DRIFT-0.3m and the results compared to GEANT simulations.

**BDX-DRIFT-0.3m Detector**

![Diagram of BDX-DRIFT-0.3m Detector](image)

*Figure 6 - The NITPC Detail shows a schematic of the NITPC, as viewed from above. It is composed of a MWPC, a central cathode and a field cage. A neutron is shown interacting in the gas inside the fiducial volume of the detector. The Readout Detail shows the separation of the minority carriers, labeled D, P, S on the way to the readout allowing the distance z from the MWPC to be determined. The anode and grid wires of the detector are grouped into 8 readout lines and read out as shown and discussed in the text. The Wire Detail shows details of the MWPCs.*

For all of the runs, the cathode, see Figure 6, was held at a voltage of -17.7 kV. The inner grid planes of the MWPCs were located 31.4 cm away from the central cathode and were biased at -1.987 kV. Thirteen stainless steel tubes with ¼” diameter surrounded the fiducial region with stepped voltages to provide a uniform drift field of 500.8 V/cm drift field. The entire vacuum vessel, described below, including the fiducial volume was filled with a mixture of 40 Torr CS₂ + 1 Torr O₂. See Figure 7 for a picture of the actual apparatus.
The MWPCs, see Figure 6 – Wire Detail, were made up of a central, grounded, anode plane of 114 20-μm-diameter stainless steel wires on a 2 mm pitch (measuring the x extent of the events), sandwiched between two perpendicular, grid planes of 114 100-μm-diameter wires at -1.987 kV, again on a 2 mm pitch (measuring, using induced pulses, the y extent of the events) and separated by 6.096 mm from the anode plane. There are 98 anode and grid wires that form the lateral (xy) dimensions of the fiducial region giving a square, fiducial area of 384 cm². Eight of the remaining wires on each side formed an anode or grid veto.

For both anode and grid, every 8th wire in the fiducial area (98 wires) was grouped together, providing 16 mm of readout per event in both x and y, see Figure 6 - Readout Detail. This was sufficient to contain the ~few mm recoils of interest. After a gas gain of ~1,100 all signals were pre-amplified inside the vacuum vessel by Cremat CR-111 preamplifiers, then amplified by Cremat CR-200 shaping amplifiers (4 μs shaping time) outside of the vacuum vessel.
Finally, the signals passed through a high-pass filter with time constant 110 μs and were digitized by 14-bit National Instruments PXI-6133 ADCs at sampling rate of 1 MHz with 0.152 mV resolution. The DAQ was triggered to read out all channels when any one of the anode signals rose above a threshold of 20 mV on box-car-smoothed signals over 18 μs. Both pre- and post-trigger data were recorded (2 ms and 9 ms respectively). Anode and grid veto signals were read out separately for each MWPC. With the grouping scheme described above, only 18 channels were needed to read out the entire detector.

Moving outward, a 6-mm thick acrylic shield prevented discharge to the grounded vacuum vessel. A solenoid-activated $^{55}$Fe sources periodically irradiated the detector with 5.9 keV X-rays to calibrate the gas gain. A cylindrical stainless-steel vacuum vessel with interior dimensions ~2 ft by ~3 ft surrounded the entire apparatus, see Figure 8.

![Figure 8 - The BDX-DRIFT-0.3m NITPC inside the vacuum vessel below the HHV feedthrough at the back. The $^{55}$Fe source is seen on the left at the front. The cathode readouts are shown on the bottom and right.](image)

Finally, a custom-built gas system mixed evaporated CS$_2$ with O$_2$ to provide the requisite 40 Torr CS$_2$ + 1 Torr O$_2$ gas mixture to the vacuum vessel. After flowing through the vacuum vessel, the bulk of the CS$_2$ was captured by pumping it to the bottom of a stainless-steel waste canister where it liquefied under several centimeters of water. Any remaining CS$_2$ was captured in a carbon trap. A browser-based control system enabled remote control of the detector and also provided feedback on a number of channels (pressure, voltage, current etc.) at a rate of 1 sample every 4 s. As can be seen in Figure 9 the entire system (vacuum vessel, gas system, electronics rack etc.) was on wheels to provide portability.
End Station A (ESA) SLAC

During the summer of 2018 the Occidental group traveled to the Stanford Linear Accelerator facility to conduct a series of experiments. One experiment was done in the ESTB facility, formerly known as End Station A (ESA). As shown in Figure 10 this facility is a large concrete building with a parasitic beam line entering it. During the accelerator run, 3.8 live-time days of background data were collected.

Figure 9 - The BDX-DRIFT-0.3m detector. In the foreground is the gas mix system. Behind it is the vacuum vessel. Readout electronics is shown on the left.

Figure 10 - Left: Inside ESA at SLAC with the detector being installed. Right: A GEANT simulation model of SLAC’s ESA facility. The facility is a large concrete structure with a beam line entering one end and traveling almost the entire length. The detector was located near this end shown, roughly, in brown on the diagram above.
Tunnel to End Station B (ESB) SLAC

After the accelerator run was completed, the BDX-DRIFT-0.3m detector was moved to the tunnel leading to End Station B (ESB). This tunnel is buried beneath 20’ of dirt, very similar to the overburden of the proposed beam dump facility at JLab. Figure 11 shows the geometry. 34.7 days of live-time data were collected in the ESB tunnel during the late summer and early fall of 2018.

Figure 11 - Left: A picture of the inside of the ESB tunnel. The detector is shown in the back left just in front of the shielding separating the ESB tunnel from the beam switchyard. Right: A GEANT simulation model of SLAC’s ESB tunnel. The facility is a tall, narrow tunnel, highlighted in green, which previously brought the beam to the ESB facility shown on the left above. The detector is shown as a small green cube on the right end of this tunnel. To the right of the detector is a concrete shielding which separates the tunnel from the beam switchyard to the right.

The analysis of DRIFT data, particularly with the advent of minority carriers, is complex. A full description is provided here [25]. Briefly, each of the 18 channels is analyzed separately and 17 parameters are generated per channel. Cuts are placed on these parameters to winnow the data. At that point a machine-learning algorithm, trained on $^{252}$Cf neutron recoil data, selects events as the final cut. An example of an event from a neutron calibration run is shown in Figure 12. The most important parameters to emerge from this analysis are measurements of the amount of ionization $NIP$s (for number of ion pairs) and the distance to the readout plane, z.
Figure 12 - An example event from one of the $^{252}$Cf neutron calibrations runs. The red line shows the location of the I-peak. The gold and green lines show the location of the minority peaks. For this event the D peak is not visible. The vertical dashed lines show the breaks for evaluating the individual peaks including pre and post veto bins. The time separation between the P (gold) and I (red) peak was used to determine $z$, the distance to the detector. NIPs was found by integrating this waveform and comparing to $^{59}$Fe calibration runs.

Figure 13 below shows NIPs vs $z$ data taken during a $^{252}$Cf calibration run, left, and a background run, right. Overlapping peaks for small drift distances limited analyzable recoils to $z > 7.5$ cm. The events clustered around the cathode during the background run were RPR events. In order to exclude RPRs from the final data set, recoils were required have $z < 28.5$ cm. This then defined a fiducial region in $z$ ($7.5 < z < 28.5$ cm), 21 cm long. Additionally for this analysis data were required to have between 1000 and 6000 NIPs. These parameters defined BDX-DRIFT-0.3m’s fiducial region shown as the lower tan box in Figure 13 on the right.
The events clustered around the cathode were RPR events. In order to exclude RPRs from the final data set, recoils were required to have \( z < 28.5 \) cm. This then defined a fiducial region in \( z \) \((7.5 < z < 28.5 \) cm), 21 cm long. Additionally, for this analysis, data were required to have between 1000 and 6000 NIPs. These parameters defined BDX-DRIFT-0.3m’s fiducial region shown as the lower tan box here.

The experimental results from the ESA and ESB background runs are presented in Table 1, last column. As can be seen, the rate of events passing all of the cuts near the surface, ESA, is only a few per day. During these runs, cosmic ray muons passed through the fiducial volume of the detector at a rate of 350,000 per day demonstrating insensitivity to them. As discussed above, this is due to low ionization density of the cosmic rays in the low pressure gas and the relatively high threshold placed on ionization density. Moving the detector under 20’ of dirt, in the ESB tunnel, resulted in a factor of \(~15\) reduction in the observed nuclear recoil rate.
Table 1 - Summary of Predicted (GEANT + Efficiency Map) and Experimental Results

<table>
<thead>
<tr>
<th>Location</th>
<th>Cosmic-ray particle type</th>
<th>Predicted Rates (day⁻¹)</th>
<th>Experimental Rates (day⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAC ESA</td>
<td>muon</td>
<td>0.38 +/- 0.01</td>
<td>3.8 +/- 0.1</td>
</tr>
<tr>
<td></td>
<td>neutron</td>
<td>3.20 +/- 0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>proton</td>
<td>0.17 +/- 0.02</td>
<td></td>
</tr>
<tr>
<td>SLAC ESB</td>
<td>muon</td>
<td>0.13 +/- 0.01</td>
<td>0.14 +/- 0.01</td>
</tr>
<tr>
<td></td>
<td>neutron</td>
<td>0.0037 +/- 0.0009</td>
<td></td>
</tr>
<tr>
<td></td>
<td>proton</td>
<td>0.00016 +/- 0.00008</td>
<td></td>
</tr>
</tbody>
</table>

In order to understand these results, detailed GEANT simulations were done for each location. Three cosmic ray sources (muon, neutron and proton) were considered. The CRY [30] library was used to model the source spectra at the surface of the earth. Nuclear C, S and O recoil positions and energies were recorded in the fiducial volume of a simulated BDX-DRIFT-0.3m detector. Recoil energies were converted into NIPs utilizing [25].

In order to take into account detector and analysis efficiencies, neutron calibration data and a detailed GEANT Monte Carlo were used to generate an efficiency map, see Figure 14.

Figure 14 - The efficiency map for the ESA run. Red is 0% efficiency, white is 100% efficiency.
The details of the efficiency map are discussed in [25]. Briefly, the efficiencies shown on the map are obtained by dividing the observed number of events in a cell by the number of events predicted by GEANT in that same cell. Once in hand, the efficiency map allows for the prediction of observed recoils from predicted recoils with all systematics from detector and analysis effects taken into account. Overall the efficiency for detecting events for this analysis was about 50% in this fiducial region. This is expected to improve in the future.

Efficiency maps were made for both locations (ESA and ESB) and, despite the potential for several systematics to enter the calculation, they agreed well with each other.

Recoil z positions vs NIPs maps generated by GEANT were “multiplied” by efficiency maps for each location to obtain predicted rates. These numbers are shown in columns 2-4 in Table 1. As can be seen, neutrons dominate for near the surface while muon-induced neutron recoils dominate underground.

The SLAC ESA comparison shows good agreement between prediction and data. The SLAC ESB results are in statistical agreement but the error bars are large due to paucity of nuclear recoil data from the underground location. Note that the predicted result for the ESB tunnel was affected by a complex environment. For instance, more than half of the muon contribution to the SLAC ESB predicted rate came from muon-induced neutrons from various metal objects in the tunnel, see Figure 11 on the left. The agreement between predicted and experimental results suggests that the detector is sensitive only to nuclear recoils, that the efficiency map is an accurate reflection of detector inefficiencies and that GEANT does a reasonable job at modeling nuclear recoils inside of BDX-DRIFT under varying conditions.

Cosmic Ray Background Estimates

Muons

With a benchmarked simulation protocol in hand we have performed GEANT [10] simulations of a BDX-DRIFT-10m relevant to the proposed experimental setup behind the Hall A beam dump. For these simulations 10 1 m$^3$ NITPCs were surrounded by a 7 mm thick Al vacuum vessel in turn surrounded by 0.75 m of shielding, under a 20’ overburden of earth and exposed to cosmic ray muons on the surface. Muons can create neutrons under 20’ of dirt which can then create nuclear recoils in the fiducial volume (1m×1m×10m) of a BDX-DRIFT-10m detector. Nuclear recoils above a 20 keV (S equivalent) threshold occur at a rate of 1.5 events per day within 10 cm of the beam line, which is the expected range of the beam profile for the lowest mass LDM particle, see Figure 23 below. With an expected beam-time of ~285 days to achieve $10^{22}$ EOT we would expect ~420 cosmic ray muon background events within 10 cm of the beam line for the entire exposure, an unacceptable level of background.
Small signals (~1,000 anions) and long and slow ion drift (10 ms maximum drift time) make it unlikely that timing resolution from the NITPC better than ~10 μs can be achieved [16], far too long for a bunch-timing-veto at JLab. For this reason, a neutron-recoil veto is required.

We are considering a muon/neutron veto composed of B or Gd doped water or liquid scintillator surrounding the vacuum vessel [31][32][33]. For the simulations presented in this proposal we model a 75 cm thick veto composed of Gd doped liquid scintillator. An independent detailed study of such a veto concluded that 99% of neutrons can be vetoed [33]. Furthermore, our simulations show 90% of the neutron-recoil background is due to muon-induced neutrons created inside the neutron veto/shielding. These events will be easily vetoed by the energy deposited by the muon as it traverses the neutron veto. Thus we expect >99.9% veto efficiency based on these initial estimates, see Muon-Neutron Veto (MNV) R&D section, below, for further details of this topic.

The inclusion of a MNV reduces our accepted events to less than 0.4 background events within 10 cm of the beam line for the entire $10^{22}$ EOT exposure due to cosmic ray muons.

Note that the current conceptual drawings for the underground BDX experimental hall at JLab show large vertical shafts for equipment and personnel access reducing overburden for the experimental area, see Figures 15 and 16. We have simulated the increase in cosmic backgrounds in BDX-DRIFT due to this reduction in overburden and found they would increase by roughly a factor of five. Several cost effective measures are being explored to reduce this background but in the worst case backgrounds would be ~2.0 events within 10 cm of the beam line for the entire $10^{22}$ EOT exposure. Beam-off time measurements can be used to statistically reduce this background. As discussed below we can also utilize powerful event signatures to allow further background suppression and signal detection.
Figure 15 - A conceptual drawing of the BDX facility at JLab.

Figure 16 - Cross-section of the BDX facility at JLab with dimensions.
Neutrons

Repeating the simulation described above for primary cosmic ray neutrons (not created by a muons near the detector) we find nuclear recoils above a 20 keV (S equivalent) threshold occur at a rate of 0.033 events per day within 10 cm of the beam line. With an expected beam-time of ~285 days to achieve $10^{22}$ EOT we would expect ~9.3 cosmic ray neutron background events within 10 cm of the beam line for the entire exposure. Because these neutrons are not accompanied by a detectable deposit in the surrounding veto before the associated recoil in the NITPC, they are vetoed at only 99% efficiency. The inclusion of a MNV reduces our accepted events to less than 0.1 events within 10 cm of the beam line for the entire $10^{22}$ EOT exposure due to cosmic ray neutrons.

Protons

Repeating the simulation described above for cosmic ray protons, we find nuclear recoils above a 20 keV (S equivalent) threshold to be 0.04 events within 10 cm of the beam line for the entire $10^{22}$ EOT exposure.

These results are summarized in Table 2 - Summary of Background Estimates below.

Beam-Related Background Estimates

Neutrinos

Using our GEANT simulation of the BDX facility at JLab we estimate that $5.4 \times 10^{16}$ neutrinos will pass through the fiducial volume of the BDX-DRIFT-10m detector over the course of a $10^{22}$ EOT exposure. With a typical coherent, elastic, neutrino-nucleus scattering cross-section of order $\sim 10^{-39}$ cm$^2$ [34] we expect only 0.2 coherent scattering events from neutrinos for the proposed run in the entire BDX-DRIFT-10m detector. Thus we would expect 0.007 events from coherent neutrino nucleus scattering within 10 cm of the beam line for the entire exposure.

Muons

In order to estimate the beam-related muon backgrounds related to an exposure of $10^{22}$ EOT we took a staged approach based on a benchmarked production model and conservative estimates at every turn.

Stage I - Following the C2 conditional approval of the BDX experiment at JLab, the BDX collaboration performed several experiments to benchmark the production and propagation of
muons produced in the Hall A beam dump. These results have now been published [11] and show good agreement with GEANT and FLUKA simulations.

Not reported in that work but relevant for this calculation was a muon production model discussed in [35]. The aim of this latter work was to probe leptophilic dark sectors utilizing muons created at electron beam-dump facilities. The authors are members of the BDX collaboration. In that work the authors present a model of muon production for an 11 GeV electron beam impinging on an Al beam dump identical to the Hall A beam dump, see Figure 17.

Figure 17 - “The differential muons yield per EOT for an 11 GeV e- beam impinging on a thick aluminum and water target, as a function of the muon kinetic energy. The continuous black curve refers to all produced muons, while the dashed red curve refers only to pair-produced muons. The peak in the full distribution at E = 152 MeV is due to the kaon decay-at-rest process, $K \rightarrow \mu \nu_\mu$.” [35]

This muon production model with muon range data supplied by [36] was used to predict the rate of muons entering the detector at the Well 1 position referenced in [11]. The results are in agreement with the muon production model to within 5%, validating the muon production model.

We therefore start with this model. Muons less than 3 GeV will not penetrate the concrete shielding surrounding the Hall A dump. Integrating the spectrum shown in Figure 17 from 3 GeV to the maximum energy we find that each one of these muons corresponds to $2.1 \times 10^6$ EOT.
**Stage II** - The spectrum from 3 GeV and above was entered into GEANT and the muons were fired at the start of the beam-dump, where we assume most of them would be created. \(3.55 \times 10^7\) muons were simulated. Most of these muons range out in the concrete surrounding the beam dump or in the iron shielding shown in Figures 15 and 16, but 148 were found to exit the concrete portion of the beam dump or the iron shielding into the dirt. These are shown in Figure 18.

Most exit at the juncture between the concrete shielding and the Fe shielding. From above we obtain 1 muon exiting into the dirt for every \(5.0 \times 10^{10}\) EOT.

**Stage III** - For this stage of the simulation we fired \(7.4 \times 10^8\) muons from the juncture between the concrete shielding and the Fe shielding but, to be conservative, we gave each muon the maximum energy possible. This was calculated assuming that muons generated at the beginning of the beam dump, in fact missed it losing energy only in the concrete shielding. Many of these muons were able, because of the generous assumption on the energy, to penetrate the remaining dirt and scatter into the experimental hall, shown in Figures 15 and 16. We recorded 11 nuclear recoils in a single BDX-DRIFT-1m detector with \(25\times\) the nominal 40 Torr pressure. 4 of these recoils were above threshold. We are therefore predicting, conservatively, a background of 430 events spread over the entire BDX-DRIFT-10m detector volume during the full exposure of \(10^{22}\) EOT. All of the observed events were created by muons after entering the veto and so would have been vetoed, as discussed above, reducing beam-related backgrounds from muons to 0.009 events within 10 cm of the beam line for the entire exposure.
Moving to a larger configuration of iron shielding, configurations B or C (shown below in Figure 19), and discussed in the PAC 46 update would entirely eliminate this beam-related background.

![Figure 19 - Larger iron shielding structure discussed in the PAC 46 update by the BDX collaboration. This is one possibility for removing beam related muon backgrounds discussed in the text.](image)

**Neutrons**

In order to estimate neutron backgrounds related to an exposure of $10^{22}$ EOT we, again, took a staged, conservative approach based on experimental data.

**Stage I** - We begin this calculation with measurements of neutrons emanating a beam dump at SLAC [37], see Figures 20 and 21,
Figure 20 - The experimental setup for measurement of neutrons emanating from a beam dump at SLAC [37].

Figure 21 - The measured energy spectrum. For this calculation we used the 396 cm data [37].
Note that the beam energy for the SLAC experiment was 28.7 GeV or 2.6× the beam energy expected for the JLab exposure. To account for the iron shield, not present at JLab, we rely on simulations of neutrons through iron shielding [30] which suggests a simple factor of ×40 reduction in neutron flux with no change in the shape of the spectrum, see also Figure 21. We boost the production of neutrons by ~40/2.6 = 15.3 to make a first-order correction for these differences.

The energy spectrum we utilized was that of the Fluka simulation shown in Figure 21 for the 396 cm data which is generally higher than the data, so, again, we make a conservative approximation. Integrating the spectrum from 1 MeV to 1 GeV we find that each neutron simulated for stage II corresponds to 5.0×10⁴ EOT.

Stage II - Inside of our GEANT simulation, neutrons were emitted from 1 MeV to 1 GeV isotropically distributed outward 4 m into the concrete shield. In reality the maximum emission is 90 degrees from the beam direction [36] so these results, interpreted as isotropic in our simulation, will also be conservative. 5.1×10⁷ such neutrons were emitted and tracked by our GEANT simulation. 1,072 neutrons crossed a vertical plane in the dirt 235 cm from the concrete shield. The location of these neutrons is shown in Figure 22 along with their energy spectrum.

![Image of neutron distribution and energy spectrum](image)

Figure 22 - Left: Plot of xz coordinates of 1,072 neutrons passing a dirt plane 235 cm from the beam dump. The square in the middle is the iron shielding. The brown horizontal line shows ground level. Right: Spectrum of neutron energies at the dirt plane.

For the next stage we simulate these neutrons. Each neutron simulated in Stage III represents at least 2.4×10⁹ EOT.

Stage III - For this stage 6.0×10⁷ neutrons were emitted from a dirt slab shown in Figure 22, left, with an energy distribution shown with the fit in Figure 22, right, out to 12 GeV and a
forward-peaked angular distribution derived from the 1,702 recorded neutrons. 221 neutrons crossed the walls into the experimental area surrounding BDX and BDX-DRIFT. The energies of these neutrons ranged up to 300 MeV. The appearance of neutrons in this energy range is consistent with a suppressed neutron interaction cross section at ~200 to ~300 MeV [38] with most elements. For the next stage we simulate these neutrons. Each neutron simulated in Stage IV represents at least 6.5×10^{14} EOT.

Stage IV - For this stage 2.5×10^8 neutrons were emitted from the walls of the area surrounding the experimental area. 118 recoils were recorded in the fiducial volume of a BDX-DRIFT-1m detector at 25× nominal pressure. Extrapolating we expect 290 recoils in BDX-DRIFT-10m detector during an exposure of 10^{22} EOT. Applying a 99% veto efficiency (no associated muon) we find 0.09 events within 10 cm of the beam line for the entire exposure.

Summary of Background Estimates

Table 2 summarizes the conservative background estimates discussed above. The first column indicates the source of the background, cosmic rays or beam. The second column shows the intermediate particle considered to produce the background recoils. The third column shows the number of events above threshold for a run of 10^{22} EOT within 10 cm of the beamline and assuming the veto efficiency shown in the third column.
Table 2 - Summary of Background Estimates within 10 cm of the beamline

<table>
<thead>
<tr>
<th>Source</th>
<th>Particle</th>
<th>Veto Efficiency</th>
<th>N per 10^{22} EOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosmic Rays</td>
<td>$\mu$</td>
<td>99.9%</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>99%</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>99%</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Cosmic Ray Total</td>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td>Beam</td>
<td>$\nu$</td>
<td>0%</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>$\mu$</td>
<td>99.9%</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>99%</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Beam total</td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Combined Total Background</td>
<td></td>
<td>0.7</td>
</tr>
</tbody>
</table>

For larger mass LDM the backgrounds will be larger because they are more spread out, see position signature discussion immediately below. Moreover real backgrounds could prove to be larger than these estimates. In either case powerful signatures are available to BDX-DRIFT which can be used to mitigate larger backgrounds and provide convincing evidence of LDM interactions.

Signatures

Position Signature - The $\chi\chi$ pairs are produced by decay of the $A'$ particle as shown in Figure 1. Assuming the mass of the $A'$ particle is much less than the beam energy, the decay will occur in a center of mass (CM) at high velocity with respect to the lab frame. Thus $\chi\chi$ pairs will be forward-peaked and because of the proximity of the detector to the beam-dump, the recoil event profile is expected to fall off rapidly from the beam line. For fixed beam energy, the higher the mass of the $A'$ particle the lower the velocity of the CM where the decay into dark matter particles occurs and therefore the less forward peaked they will be. Figure 23 shows simulations of $\chi\chi$ production, including beam scattering in the beam dump [29], for various dark matter masses assuming $m_{A'} = 3m_\chi$. The red boxes show the extent of
the detector while the points represent the spread of the beam for various assumed \( m_\chi \) masses. A simple measurement of recoil event position will yield a powerful signature of dark matter recoils, enable background suppression and provide information on dark matter mass.

\[
\begin{align*}
&m_\chi = 1 \text{ MeV} & m_\chi = 5 \text{ MeV} & m_\chi = 20 \text{ MeV} \\
&m_\chi = 50 \text{ MeV} & m_\chi = 100 \text{ MeV} & m_\chi = 250 \text{ MeV}
\end{align*}
\]

Figure 23 - These plots show the \( \chi \) beam profile for various assumed dark matter masses at the detector location, shown in red.

An optimization will be needed to determine the best signal to noise analysis to account for the uniform background predictions and the spread associated with candidate LDM-induced recoils. An option will be to dedicate a portion of the early running to developing the analysis for the best signal to noise, and then freezing the analysis and performing a blind analysis for the final results.
Energy Signature - The recoil energy spectrum of LDMA interactions is given by Equation (1). The response of the detector to neutron recoils generated by $^{252}$Cf has been well modeled, see [25], including position and energy dependent efficiencies. Thus, the response of the detector to a LDMA signal can be accurately modeled and compared to the actual results providing another energy signature. Figure 24 shows a typical background NIPs spectrum. This one was generated for expected backgrounds for a BDX-DRIFT detector at JLab for the configuration shown in Figures 15 and 16. The simulated data are shown as black bars. In contrast, shown in varying colors, are the expected NIPs spectra for recoils from dark matter with various masses generated from Equation (1). All of the curves are roughly normalized to the same area as the background. As can be seen for low mass dark matter, the spectra are significantly softer than the background while at high mass dark matter the spectra are significantly harder. For 0.02 GeV dark matter it would be difficult to distinguish dark matter recoils from background recoils from just the ionization generated.

![NIPs Spectra for Background and Dark Matter Recoils](image)

Figure 24 - This figure shows the recoil NIPs distributions for a variety of LDM masses, colored lines, and a background recoil profile associated with cosmic ray backgrounds, black histogram.

Directional Signature - The directional signature of LDMA recoils in a BDX-DRIFT detector arises from low energy S recoils which start out moving parallel to the readout planes as shown in Figure 4. Naively these events would have zero dispersion in z (drift direction) providing BDX-DRIFT with the strongest directional signature. Straggling of recoils at these low energies is, however, significant. Figure 25 on the left shows the result of a SRIM [23]
simulation of 1,000 50 keV S recoils oriented, originally, perpendicular to the beam, or z, or horizontal direction. The signature, small dispersion in z, is degraded by straggling.

![Figure 25 - Left: Tracks produced by 1,000 50 keV S recoils originally oriented perpendicular to the beam or z axis according to an SRIM [23] simulation. Right: Tracks produced by 1,000 50 keV S recoils oriented randomly as a comparison background. For scale the surrounding boxes are 4 mm in all dimensions.](image)

For comparison Figure 25 on the right shows a SRIM simulation of 1,000 50 keV S recoils from cosmic ray or beam generated neutrons. These events are randomly oriented as expected from the physics of their generation and multiple bounces to enter the fiducial region and confirmed by our GEANT simulations. For each event, signal or background, the dispersion of the ionization of the track in z, $\sigma_z$, was calculated including diffusion. These distributions are shown in Figure 26.

![Figure 26 - Differences in the sigma z distributions for signal (red) and background (green) events.](image)
A Kolmogorov-Smirnov (KS) test then determined the probability that \( N_s \) signal events with \( N_b \) of background events was the same dispersion distribution as \( N_s + N_b \) background events. In order to produce a confidence limit (C.L.), this procedure was repeated multiple times with increasing \( N_s \) for fixed \( N_b \). The number of signal events at which the KS test gave 10% or less probability of similarity 90% of the time was defined to be the 90% C.L. point. The black curves in Figure 27 show the number of signal events, \( N_s \), required for a 90% C.L. detection in the presence of \( N_b \) background events for three S recoils threshold energies. For zero-background, 16 events would be required at 50 keV recoil energy. But even in the presence of 100 background events, in the area of the detector where signal events are expected a significant detection can be found by running the detector only a few times longer than is required for zero background. This is due to the strong directional signature.

Thermal diffusion and various detector effects will contribute to the measured dispersion in \( z \) as well [16]. The largest of these is thermal diffusion from a track 50 cm from the detector plane. Fortunately, because the absolute position of the event, \( z \) can be measured and this contribution to the measured dispersion can be subtracted in quadrature [16]. Various detector contributions can also be removed based on [16], though the residual resolution, after subtraction, has yet to be fully characterized. The green (0.02 cm) and red (0.05 cm) curves in Figure 27 show the effect of adding unaccounted, residual dispersion to the theoretical data.

![Image](image_url)

**Figure 27** - The figures above show the number of signal events, \( N_s \), on the vertical axis required for a 90% C.L. detection in the presence of, \( N_b \), background events for three different recoil energies. The black curves are for perfect detector residual resolution, see text. The green curves are for a residual resolution of 0.02 cm. And the red curves are for a residual resolution of 0.05 cm.

**R&D Needed**

Some R&D will be needed before BDX-DRIFT can be deployed at JLab.

**NITPC Readout Development**
The development envisioned to read out a BDX-DRIFT-10m detector is a continuation of development that has been ongoing for many years. A brief review is provided below.

**DAQ v1** - The DRIFT collaboration employs a grouped-wire DAQ to lower costs at the expense of noise and information. The anode wires are divided into 8 groups, where group 1 includes wire 1, 9, 17, ...; group 2 includes wire 2, 10, 18, ... and so on. Each group of 56 wires is connected to a charge preamplifier, followed by a shaper, see Figure 28. When the signal exceeds a preset threshold, the digitized signal is sent to a database for subsequent analysis. In addition, there is a 9th channel to veto events taking place on the outer boundaries of the anode plane. Similarly, the grid wires consist of a 9-channel grouped acquisition. The entire detector requires only 36 channels. In addition, the grid circuitry includes decoupling capacitors to remove the high voltage component from the signal. The digitizer runs at 1 MS/s. More details about this DAQ are detailed in [39].

![Figure 28 - Block diagram of DAQ v1.](image)

This DAQ costs approximately $700 per channel and because of the grouping, has approximately 6,000 electrons equivalent noise charge (ENC). The grouping inherent in this system would not allow us to see the powerful position signature in a BDX-DRIFT experiment. Also the large noise prevents us from lowering our threshold down to the 20 keV utilized in our sensitivity plot. For all of these reasons (money, noise and grouping) development of the readout would be required to carry out the BDX-DRIFT experiment as planned.

**DAQ v2** - The Occidental group has designed and built a new NITPC DAQ to address these concerns. The goal was to instrument all 2,048 wires of the DRIFT detector in order to reduce noise and gain information on the location of the events. They used an ASIC developed at Brookhaven National Laboratory (BNL) as charge preamplifiers [40][41]. Each chip handled 16 channels and included a shaper. The gain and peaking time were programmable. Each signal was fed to an ADC and the resulting digital signal was sent to a circular buffer until an event above threshold is detected. At that point, the trace and its time-stamp were transferred, via USB, to a host computer and stored in a database as shown in Figure 29. All electronics were located in the vessel, using a single USB line and a few power lines to the outside. This system used an Arduino Due as CPU. The system was quite bulky, was limited in event rate, lacked flexibility, and had higher noise than expected due to cross-talk between...
channels. It was not designed to trigger on grid wires and yet this capability would be highly desirable.

![Diagram](image)

**Figure 29 - Block diagram for DAQ v2.**

The system ran at 1 MS/s, using 12 bit ADCs. The ADC could, in principle, resolve a charge as low as 110 electrons but was limited by the capacitive noise of the circuit board and detector to about 750 e⁻ ENC. Cross talk between the lines increased the noise by another factor 3 (2,250 e⁻ ENC). It could collect up to 16 ms of data per channel, although only a few ms are necessary in practice. The detection was asynchronous, which means that the system scanned all wires independently for triggered lines and then handled them independently. Each triggered wire, automatically also triggered its immediate neighbors. For example, if wire 2,3,4 had a signal above threshold, the signals from wires 1,2,3,4,5 would be collected as extra wires have proven useful for analysis [16]. This system was limited to the 2 immediate neighbors being triggered. Occidental recently used this system to instrument 480 wires at a cost of ~$30 per channel.

Figure 30 shows the DAQ v2 acquisition and preamplifier boards respectively.

![Images](image)

**Figure 30 - Left: Oxy/BNL 120 channel front-end board. Right: Oxy 40 channel digital acquisition board.**

Figure 31 shows a neutron event on DRIFT-Ile on the left. This detector had interspersed anode and grid, or field wires, spaced at 1 mm. Figure 31 shows an alpha event on DRIFT-Ile on the right.
Figure 31 – Left: A neutron event on DRIFT-IIe with interspersed anode and field wires. Blue is anode, red is field wire. Some digital filtering was used to remove noise. Right: An alpha event in DRIFT-IIe. All events taken with a non-minority carrier gas.

**DAQ v3** - The development work needed would include the fabrication of new preamplifier boards with differential signals, developing decoupler boards for the grid wires, and with the ability to withstand 3 kV, the fabrication of cards with 128 channels of simultaneous ADC, the configuration of a commercial FPGA board that would receive 128 channels of data and selectively transfer data that exceed the chosen threshold to a database. Many FPGAs are available on the market. The most popular chips exist on development boards. Such a board would save us time for design and fabrication if one is found that fit our needs. Figure 32 shows a block diagram of such a system. Again, all electronics would be inside the vessel, with only an Ethernet line and a few power lines connected to the outside, keeping penetrations to a minimum.

Figure 32 - Block diagram for DAQ v3
We have built a first version of preamplifiers in a collaboration of BNL. Here, DAQ v3 would simply upgrade the boards with the latest generation of preamplifiers available from BNL and would make use of differential signals to better control the noise. We also have experience building decoupler boards that can withstand 1 kV on each channel. This version would upgrade the capacitors to at least 3 kV.

DAQ v2 used 1 MS/s ADCs fabricated by Linear Technology (now Analog Devices). This version will use ADCs made by the same company, but able to digitize at up to 1.5 MHz a total of 8 channels simultaneously of analog signals. It will have a smaller footprint than DAQ v2, and it would accept the differential signals from the pre-amplifiers.

In DAQ v2 discrete components were used to trigger the system and store the data making for a bulky, noisy and expensive system. DAQ v3 seeks to replace all of that with an FPGA. As shown in Figure 32, the FPGA would store the signals in internal SRAMs and would create an event when a signal exceeds the chosen threshold. Because the FPGA is a programmable device, it would be straightforward to have a version that triggers on the inverted signals produced by the grid wires, instantly solving that problem. Typically, 1,000 samples pre-trigger and 1,000 samples post-trigger would be collected, for a total of 2 ms. This data and the time stamp would be transferred to a database via Ethernet communication. It would be possible to increase the number of samples per channel by decreasing the number of channels or by adding external dedicated SRAM for each channel. As an example, the Altera Cyclone V SE System-on-Chip combines an FPGA and a hard processor and can be found on development boards. A custom ADC board would be connected to such a development board to have a compact DAQ. With 16 such compact DAQs we would be able to read 2,048 wires. An external clock would be required to keep each FPGA in sync.

Our goal with DAQ v3 is to demonstrate a price as low as $12 per channel, down from $30 per channel with our v2 DAQ, and noise down to 750 e$^{-}$ ENC, down from 2,250 e$^{-}$ ENC with our v2 DAQ and every wire read out to achieve access to lower thresholds and the ability to utilize the position signature in a search for LDM at JLab.

**Muon-Neutron Veto (MNV) development**

As discussed above, an instrument surrounding the NITPC to detect and reject muons and neutrons is essential to achieving the required sensitivity. We are considering a muon/neutron veto (MNV) composed of B or Gd doped water or liquid scintillator surrounding the vacuum vessel [31][32][33]. For the simulations presented in this proposal we model an unsegmented 75 cm thick detector composed of Gd doped liquid scintillator. As discussed below, our GEANT simulations suggest that 99% of neutrons that create a recoil in the NITPC above threshold deposit at least 0.5 MeV of energy in the MNV after the recoil in the NITPC. Furthermore, 90% of all neutron background is associated with a muon crossing through the MNV. Below we discuss how we plan to reject background events from these two overlapping sets, and we calculate the associated random loss of a positive dark matter signal due to the
time required to veto the background. A MNV capable of vetoing all neutrons and all muons as described above would achieve the 99.9\% rejection factor utilized for sensitivity estimates.

Deadtime is an issue because the high rate of cosmic ray muons on the surface of the MNV and the slowness of the NITPC. To be clear, there will be no physical deadtime associated with the MNV, we will record data continuously. But we will have to veto periods of time during which a background neutron may recoil in the NITPC based on information from the MNV, and this will be a period during which true dark matter particles from the beam will be wrongly and randomly removed from the data after analysis.

We begin by considering the 10\% of background events in which no muon signal is available in the MNV. The only option for vetoing these events is to observe a neutron signal/capture in the MNV. Liquid scintillator will register nuclear recoils as the neutron thermalizes, and later a large signal due to capture. A water + Gd detector will record a large signal only after neutron capture. Choice of liquid scintillator or water is non-trivial based on concerns for safety (liquid scintillators are in general flammable and toxic) and cost (water + Gd is likely significantly less expensive). We keep both options open for now.

We have modeled this process in GEANT using a BDX-DRIFT detector surrounded by 0.75 cm of liquid scintillator with 1\% by weight Gd. Neutrons were emitted isotropically from the middle of the detector using a $^{252}$Cf spectrum which closely approximates the giant dipole resonance spectrum associated with muon-induced neutrons, our dominant background [36]. Neutrons producing recoils with energies above 20 keV S recoil equivalent were tracked, and energy deposition in the MNV, $E_{\text{MNV}}$, was recorded including Gd capture and subsequent gamma emission. Only 3 neutrons out of 2,237 produced a recoil in the NITPC above threshold but with no later energy deposition in the MNV. Obviously simulations with higher statistics are needed, but we continue for now from this starting point. The percentage of energy depositions $E_{\text{MNV}} > E$ is shown below in Figure 33.
As can be seen in Figure 33 a threshold of 0.5 MeV in the MNV will yield a 99% rejection factor. Based on this calculation we define Class 1 events as any recoil associated with $0.5 < E_{MNV} < 25$ MeV; this energy deposition is integrated over the full event time, and most of it is from the late neutron.

Consider now events with a recoil in the NITPC above threshold, an associated neutron, and an associated muon that created the neutron after having traversed the MNV. Our simulations indicate that 90% of the background events fall into this category, as mentioned above. Because these events have a muon that travels through the MNV, $E_{MNV}$ will be, on average, much larger than for Class 1 events. We define Class 2 events to have $E_{MNV} > 25$ MeV, integrated for the full time of the event, and most of it will come with the early muon.

We have used GEANT and the CRY library to calculate the rate of events as a function of $E_{MNV}$. Figure 34 below shows the rate of events in the MNV for $E_{MNV} > E$ as a function of $E$. 
Figure 34 - The rate of events with $E_{\text{uv}}>E$ by from cosmic ray muons travelling through the MNV. The vertical red green and brown lines show the energy cutoffs for Class 1 and Class 2 events.

We can now estimate deadtime percentage associated with Class 1 events (no muon signal). The time scale to thermalize and capture neutrons in Gd-loaded water was measured by Dazeley et al. in [31]. They found the mean time to capture to be 28 μs using a $^{252}$Cf source. The JLab cosmic ray neutron background energy spectrum in the BDX-DRIFT simulation does not match that of $^{252}$Cf, so there is a systematic here, and the background neutrons in BDX-DRIFT will have at least one scatter (in the NITPC) before starting to thermalize in the MNV – issues for later study. Using the 28 μs mean time to capture, one needs to veto about 128 μs in the NITPC before the deposit in the MNV in order to detect 99% of neutron captures. The rate of Class 1 events from Figure 34 is 670 Hz giving a deadtime percentage of 8.5%. Recall that only 10% of the recoils will be Class 1 events.

Class 2 events occur at a much higher rate, 2,907 Hz from Figure 34, but the deadtime is much shorter. The time of arrival of these muons can be reconstructed by the MNV in a window of length 100 ns at the worst, most likely better. Any neutrons induced by these muons that scatter in the NITPC will do so on a similar time scale. The time resolution of the NITPC reconstruction of the neutron interaction is order 10 μs and this sets the deadtime for tagging Class 2 recoils in the NITPC. Thus we expect only 3% deadtime from these events.
In summary, by utilizing a two-stage veto scheme with different time scales and rates we expect deadtime issues to be manageable.

This analysis of deadtime for a positive dark matter signal has used the integrals of signals in the MNV over the full time of simulated events in the MNV, where the large muon signal generally comes before smaller neutron signals. In future simulations (and, importantly, real data) we will can use time information in Class 2 events to study the effectiveness of a veto strategy for the events that do not have a clear muon signal in the MNV. We can ignore the early muon signal in Class 2 events and measure the MNV efficiency based only on the later neutron interaction or capture in the MNV, which is our only option for identifying Class 1 backgrounds (no muon). Class 2 events with the muon ignored are clearly not totally the same as the 10% of Class 1 events that have no muon detected: the muon is somewhere farther from the detector; or there is no muon present; or the muon passes through the veto undetected. However, we think this sort of study will provide a useful comparison between data and Monte Carlo at a relatively detailed level.

We do not yet have a detailed simulation of the MNV with separate modules and photon detection simulated. For this reason the detection efficiency of muons and neutrons will likely be less than the estimates from our current GEANT runs. However, it is not unreasonable to assume a very high efficiency for muon detection in the MNV independent of technology, and that covers 90% of neutrons resulting from cosmic ray muons (Class 2 events). For a more realistic MNV one can imagine covering the cracks and corners with plastic scintillator to obtain very high efficiency.

Regarding the neutron detection efficiency of the MNV, so far, as noted above, we find that 99% of muon-induced neutrons that scatter in the NITPC go on to deposit more than 0.5 MeV in a liquid scintillator detector. We have taken the same set of TPC-scattered neutrons and projected them into water with 0.2% Gd loading, and we find that 99% capture within 25 cm of the point of entry into the water. If we can maintain high detection efficiency for the handful of MeV-level gammas from the neutron capture on Gd neutron a veto of 25-cm or, say, 40-cm depth, that would be very nice. Detailed simulations or experiments are now needed. The next step is to define physically plausible MNV detectors (B or Gd loaded liquid scintillator, and Gd loaded water) and put them into GEANT.

On the hardware side, at Colorado State University, Harton has been looking at neutron and gamma interactions in liquid scintillator (EJ-309) and 0.2%-Gd loaded water. The initial detectors are small, both are 5-inch long, 5-inch diameter right cylinders monitored by a five-inch PMT. There is a strong $^{252}$Cf source, and we have observed neutrons, $^{137}$Cs and $^{60}$Co photons, as well as direct photons from $^{252}$Cf and, we think, capture photons from the poly shielding around the $^{252}$Cf. And, using a standard separation technique using the time integral of the long-time tail of the scintillator response compared to the full integral, we have observed an initial rough separation of neutrons from gammas in the scintillator - see figure
35. The plan for near term work at CSU is to tag neutrons in the liquid scintillator and observe captures in a water + Gd detector.
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Figure 35 - Top left: Water/Gd detector, PMT and two muon paddles with $^{252}$Cf source at CSU. Top right: Tail fraction as a function full integral of signals in EJ309 using a $^{137}$Cs source. Based on the position of the high-density region, the horizontal scale is approximately in MeV. Bottom: Tail fraction as a function of full integral for $^{252}$Cf source with an open cone-shaped polyethylene plug removed from the shield to expose the source.

Neutrons are near a line at about 0.2 tail fraction, and gammas directly from the $^{252}$Cf source and, we suspect, capture gammas in the poly shielding around the $^{252}$Cf are below.

The photon detector choice for this experiment is also an important issue. Large PMT’s are bulky and fragile, and striving to provide approximately 10% or more photocathode coverage can be very expensive. Harton recently started working in the DUNE collaboration on photon detectors. The X-ARAPUCA [43] and the ArCLight [44] are strong contenders for use in DUNE. Both of these detectors use dichroic filters and wavelength shifters to trap light in a volume with silicon photo-detectors (SiPM or MPPC). A challenge at DUNE is to first convert the 128 nm liquid argon scintillation light to a detectable wavelength, and some of the current choices to shift the 128 nm light have physical issues, like flaking off after some time. Harton is working with colleagues at CSU to test another material (PEN, polyethylene naphthalate, a robust film) as the initial wavelength shifter in the liquid argon. Harton also has a proposal.
pending to DOE Detector Development to build an X-ARAPUCA-like instrument for use with water cherenkov light. The result could be a cheaper, less fragile, smaller detector. The challenge will be obtaining high photon detection efficiency. If the development is successful, we will consider the new device for the BDX-DRIFT application.

**Conclusion**

We propose to run an experiment to search for LDM particles produced in the Hall A beam dump. The BDX-DRIFT experiment will look for these particles using a repurposed, directional WIMP dark matter detector with a proven record of low-threshold and low-background operation. BDX-DRIFT will run in parallel with the already approved BDX experiment providing extra reach, different signatures, different backgrounds and different systematics providing a high degree of complementarity. The combination will have strong, unprecedented sensitivity to LDM in the MeV – GeV mass range. Backgrounds have been estimated for BDX-DRIFT with benchmarked simulations and appear to be in control. In the event backgrounds are an issue BDX-DRIFT has several powerful signatures that will be able to pull a signal out of the noise. There is R&D needed in order to be ready to run but it is already underway.
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