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Abstract
The PRad experiment has credibly demonstrated the advantages of the calorimetric method in e−p
scattering experiments to measure the proton root-mean-square (RMS) charge radius with high
accuracy. The PRad result, within its experimental uncertainties, is in agreement with the small
radius measured in muonic hydrogen spectroscopy experiments and it was a critical input in the
recent revision of the CODATA recommendation for the proton charge radius. Consequently, the
PRad result is in direct conflict with all modern electron scattering experiments. Most importantly,
it is 5.8% smaller than the value from the most precise electron scattering experiment to date, and
this difference is about three standard deviations given the precision of the PRad experiment. As
the first experiment of its kind, PRad did not reach the highest precision allowed by the calorimetric
technique. Here we propose a new (and) upgraded experiment – PRad-II, which will reduce the
overall experimental uncertainties by a factor of 2.5 compared to PRad and address this as yet
unsettled controversy in subatomic physics. In addition, PRad-II will be the first lepton scattering
experiment to reach the Q2 range of 10−5 GeV2 allowing a more accurate and robust extraction of
the proton charge radius. The muonic hydrogen result with its unprecedented precision ( 0.05%)
determines the CODATA value of the proton charge radius, hence, it is critical to evaluate possible
systematic uncertainties of those experiments, such as the laser frequency calibration that was
raised in recent review articles. The PRad-II experiment with its projected total uncertainty of
0.54% could potentially inform whether there is any systematic difference between e−p scattering
and muonic hydrogen results. PRad-II will establish a new precision frontier in electron scattering
and open doors for future physics opportunities.
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1 Introduction
The proton is the dominant ingredient of visible matter in the Universe. Consequently, determining
the proton’s basic properties such as its root-mean-square (RMS) charge radius, rp, has attracted
tremendous interests in its own right. Accurate knowledge of rp is essential not only for under-
standing how strong interactions work in the confinement region, but is also required for precise
calculations of the energy levels and transition energies of the hydrogen (H) atom, for example, the
Lamb shift. The extended proton charge distribution changes the Lamb shift by as much as 2% [1]
in the case of µH atoms, where the electron in the H atom is replaced by a "heavier electron",
the muon. It also has a major impact on the precise determination of fundamental constants such
as the Rydberg constant (R∞) [2]. The first principles calculation of rp in the accepted theory of
the strong interaction - Quantum Chromodynamics (QCD), is notoriously challenging analytically
and are being carried out by computer simulations, known as the lattice QCD calculations. Cur-
rently, such calculations cannot reach the accuracy demanded by experiments, but are on the cusp
of becoming precise enough to be tested experimentally [3].

Prior to 2010 the two methods used to measure rp were: (i) ep → ep elastic scattering mea-
surements, where the slope of the extracted electric form factor (Gp

E ) down to zero 4-momentum
transfer squared (Q2), is proportional to r2

p; and (ii) Lamb shift (spectroscopy) measurements of
"regular" H atoms, which, along with state-of-the-art calculations, were used to determine rp. Al-
though, the e− p results can be somewhat less precise than the spectroscopy results, the values of
rp obtained from these two methods [4, 2] mostly agreed with each other [5]. New results based
on Lamb shift measurements in µH were reported for the first time in 2010. The Lamb shift in
µH is several million times more sensitive to rp because the muon is about 200 times closer to
the proton than the electron in a H atom. To the surprise of both the nuclear and atomic physics
communities, the two µH results [1, 6] with their unprecedented, <0.1% precision, were a com-
bined eight-standard deviations smaller than the average value from all previous experiments. This
triggered the "proton radius puzzle" [7], unleashing intensive experimental and theoretical efforts
aimed at resolving this "puzzle".

The PRad experiment completed in 2016, was the first high-precision e − p experiment since
the emergence of the "puzzle". It was the first electron scattering experiment to utilize a magnetic-
spectrometer-free method along with a windowless hydrogen gas target, which overcame several
limitations of previous e − p experiments and reached unprecedentedly small scattering angles.
The PRad result, rp = 0.831 ± 0.007stat. ± 0.012syst. femtometer, is consistent within uncer-
tainties, with the µH results and was one of the critical inputs in changing the recent CODATA
recommendation for rp [8]. But, the PRad result is in direct conflict with the world average of all
modern e−p results [19]. For example, it is 5.8% smaller than the most precise electron scattering
experiment to date - the 2010 experiment at Mainz [4]. In particular, the Gp

E has a systematic
difference in the higher Q2 range of the PRad experiment. A new e− p scattering experiment with
reduced total uncertainties and exploring the lowest Q2 feasible is required to address this as yet
unsettled controversy in subatomic physics. As the first experiment of its kind, PRad did not reach
the highest precision allowed by the novel magnetic spectrometer-free technique. Therefore, it is
timely and incumbent on the collaboration to conduct an upgraded PRad experiment with signifi-
cantly reduced uncertainties while reaching the lowest scattering angles probed in lepton scattering
experiments.

The µH result with its unprecedented precision (0.05%) determines the current average value

1



of rp [8]. Several recent review articles have raised the possibility of additional systematic uncer-
tainties in the µH results, such as the laser frequency calibration. Therefore it is critical to evaluate
all the systematic uncertainties of those experiments. Moreover, among the three most recent H
spectroscopy measurements [9, 10, 11], two experiments found a small radius [9, 11] consistent
with the µH results, but they disagree with another one which supports a larger value [10]. While
the PRad result and those from [9, 11] are consistent with the µH results within the experimen-
tal uncertainties, the central values from these electron based experiments are all smaller than
those from the µH experiments. These observations have injected a new dimension to the ongoing
controversy involving rp measurements. A fundamental difference between the e − p and µ − p
interactions, could be the origin of the discrepancy. However, there are abundant experimental con-
straints on any such "new physics", and yet models that resolve the puzzle with new force carriers
have been proposed [7, 12]. On the other hand, more mundane solutions continue to be explored,
for example, the definition of rp used in all three major experimental approaches has been rigor-
ously shown to be consistent [13]. The effect of two-photon exchange on µH spectroscopy [14, 15]
and form factor nonlinearities in e − p scattering [16, 17, 18] have also been examined. None of
these studies could adequately explain the observations and have reinforced the need for additional
high-precision measurements of rp, using new experimental techniques with different systematics.

In summary, the PRad experiment was the first electron scattering experiment to utilize a new
technique with completely different systematics compared to all previous magnetic-spectrometer
based e − p experiments. The PRad result is consistent with the µH results and consequently it
agrees with the recently announced shift in the Rydberg constant [8], one of the best-known fun-
damental constants in physics. The PRad experiment has convincingly demonstrated the validity
and advantage of the new calorimetric technique, but further improvements are possible. Here we
propose an enhanced version of the PRad experiment with an estimated uncertainty that is a factor
of 2.5 smaller than that of the PRad experiment. In addition, it will be the first lepton scattering
experiment to reach the Q2 range of 10−5 GeV2 allowing a more accurate and robust extraction
of rp. The proposed experiment would make a crucial contribution towards the resolution of the
discrepancy between PRad and other modern e − p scattering experiments. The projected total
uncertainty of 0.54% will also be able to address possible systematic difference between e− p and
the µH experiments. It would then establish a new precision frontier in electron scattering allowing
for the exploration of future physics opportunities.

2



2 The PRad experiment

2.1 The novel technique to measure the proton charge radius
The PRad collaboration at Jefferson Lab developed and performed a new e − p experiment as
an independent measurement of rp to address the "proton radius puzzle". The PRad experiment,
in contrast with previous e − p experiments, was designed to use a magnetic-spectrometer-free,
calorimeter based method [20]. The innovative design of the PRad experiment enabled three major
improvements over previous e − p experiments: (i) The large angular acceptance (0.7◦ − 7.0◦) of
the hybrid calorimeter (HyCal) allowed for a large Q2 coverage spanning two orders of magnitude
(2.1 × 10−4 − 6 × 10−2) (GeV/c)2, in the low Q2 range. The single fixed location of HyCal
eliminated the multitude of normalization parameters that plague magnetic spectrometer based
experiments, where the spectrometer must be physically moved to many different angles to cover
the desired range in Q2. In addition, the PRad experiment reached extreme forward scattering
angles down to 0.7◦ achieving the lowestQ2 (2.1× 10−4 (GeV/c)2 ) in e−p experiments, an order
of magnitude lower than previously achieved. Reaching a lower Q2 range is critically important
since rp is extracted as the slope of the measured Gp

E (Q2) at Q2 = 0. (ii) The extracted e − p
cross sections were normalized to the well known quantum electrodynamics process - e−e− →
e−e− Møller scattering from the atomic electrons (e − e) - which was measured simultaneously
with the e − p within the same detector acceptance. This leads to a significant reduction in the
systematic uncertainties of measuring the e − p cross sections. (iii) The background generated
from the target windows, one of the dominant sources of systematic uncertainty for all previous
e− p experiments, is highly suppressed in the PRad experiment.

Figure 1: A schematic layout of the PRad experimental setup in Hall B at Jefferson Lab, with
the electron beam incident from the left. The key beam line elements are shown along with the
window-less hydrogen gas target, the two-segment vacuum chamber and the two detector systems.

The PRad experimental apparatus consisted of the following four main elements (Figure 1):
(i) a 4 cm long, windowless, cryo-cooled hydrogen (H2) gas flow target with a density of 2× 1018

atoms/cm2. It eliminated the beam background from the target windows and was the first such
target used in e− p experiments; (ii) the high resolution, large acceptance HyCal electromagnetic
calorimeter [21]. The complete azimuthal coverage of HyCal for the forward scattering angles
allowed simultaneous detection of the pair of electrons from e − e scattering, for the first time
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in these types of measurements; (iii) one plane made of two high resolution X − Y gas electron
multiplier (GEM) coordinate detectors located in front of HyCal; and (iv) a two-section vacuum
chamber spanning the 5.5 m distance from the target to the detectors.

The PRad experiment was performed in Hall B at Jefferson Lab in May-June of 2016, using
1.1 GeV and 2.2 GeV electron beams. The standard Hall B beam line, designed for low beam
currents (0.1-50 nA), was used in this experiment. The incident electrons that scattered off the
target protons and the Møller electron pairs, were detected in the GEM and HyCal detectors. The
energy and position of the detected electron(s) was measured by HyCal, and the transverse (X−Y )
position was measured by the GEM detector, which was used to assign the Q2 for each detected
event. The GEM detector, with a position resolution of 72 µm, improved the accuracy ofQ2 deter-
mination. Furthermore, the GEM detector suppressed the contamination from photons generated
in the target and other beam line materials; the HyCal is equally sensitive to electrons and photons
while the GEM is mostly insensitive to neutral particles. The GEM detector also helped suppress
the position dependent irregularities in the response of the electromagnetic calorimeter. A plot of
the reconstructed energy versus the reconstructed angle for e − p and e − e events is shown in
Figure 2 for the 2.2 GeV beam energy.

Figure 2: The reconstructed energy vs angle for e−p and e−e events for the electron beam energy
of 2.2 GeV. The red and black lines indicate the event selection for e − p and e − e, respectively.
The angles ≤ 3.5◦ are covered by the PbWO4 crystals and the rest by the Pb-glass part of HyCal.

The background was measured periodically with an empty target cell. To mimic the residual
gas in the beam line, H2 gas at very low pressure was allowed in the target chamber during the
empty target runs. The charge normalized e− p and Møller yields from the empty target cell were
used to effectively subtract the background contributions. The beam current was measured with
the Hall-B Faraday cup with an uncertainty of < 0.1% [22].

A comprehensive Monte Carlo simulation of the PRad setup was developed using the Geant4
toolkit [23]. The simulation consists of two separate event generators built for the e− p and e− e
processes [24, 25]. Inelastic e − p scattering events were also included in the simulation using a
fit [26] to the e − p inelastic world data. The simulation included signal digitization and photon
propagation which were critical for the precise reconstruction of the position and energy of each
event in the HyCal.
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Figure 3: (a) The reduced cross section (σreduced =
(
dσ
dΩ

)
e−p /

[(
dσ
dΩ

)
point-like

(
4M2

pE
′

(4M2
p+Q2)E

)]
,

where E is the electron beam energy, E ′ is the energy of the scattered electron and Mp is the mass
of the proton), for the PRad e − p data. Dividing out the kinematic factor inside the parentheses,
the reduced cross section is a linear combination of the electromagnetic form factors squared. The
systematic uncertainties are shown as bands. (b) The Gp

E as a function of Q2. The data points are
normalized with the n1 and n2 parameters, for the 1.1 GeV and 2.2 GeV data separately. Statistical
uncertainties are shown as error bars. Systematic uncertainties are shown as bands, for 1.1 GeV
(red) and 2.2 GeV (blue). The solid black curve shows the GE(Q2) from the fit to the function
given by Eq. 1. Also shown are the fit from a previous e− p experiment [4] for rp = 0.883(8) fm
(green) and the calculation of Alarcon et al. [27] for rp = 0.844(7) fm (purple).

The e− p cross sections were obtained by comparing the simulated and measured e− p yield
relative to the simulated and measured e − e yield. The extracted reduced cross section is shown
in Figure 3 (a). The e − p elastic cross section is related to Gp

E and the proton magnetic form
factor (Gp

M ) as per the Rosenbluth formula [20]. In the very low Q2 region covered by the PRad
experiment, the cross section is dominated by the contribution from Gp

E . Thus, the uncertainty
introduced from Gp

M is negligible. In fact, when using a wide variety of parameterizations for
Gp
M [28, 29, 4, 30], the extracted Gp

E varies by ∼ 0.2% at Q2 = 0.06 (GeV/c)2, the largest
Q2 accessed by the PRad experiment, and < 0.01% in the Q2< 0.01 (GeV/c)2 region. The
largest variation in rp arising from the choice of Gp

M parametrization is 0.001 fm. The Gp
E(Q2)

extracted from our data is shown in Figure 3 (b), where the Kelly parametrization for Gp
M [28] was

used.

2.2 The results
The slope of Gp

E(Q2) as Q2 → 0 is proportional to r2
p. A common practice is to fit Gp

E(Q2) to
a functional form and to obtain rp by extrapolating to Q2 = 0. However, each functional form
truncates the higher-order moments of Gp

E(Q2) differently and introduces a model dependence
which can bias the determination of rp. It is critical to choose a robust functional form that is
most likely to yield an unbiased estimation of rp given the uncertainties in the data, and test the
chosen functional form over a broad range of parameterizations ofGp

E(Q2) [31]. To simultaneously
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minimize the possible bias in the radius extraction and the total uncertainty, various functional
forms were examined for their robustness in reproducing an input rp used to generate a mock data
set that had the same statistical uncertainty as the PRad data. The robustness quantified as the
root mean square error (RMSE) is defined as RMSE =

√
(δR)2 + σ2, where δR is the bias or the

difference between the input and extracted radius and σ is the statistical variation of the fit to the
mock data [31]. These studies show [31] that consistent results with the least uncertainties can be
achieved when using the multi-parameter Rational-function (referred to as Rational (1,1)):

f(Q2) = nGE(Q2) = n
1 + p1Q

2

1 + p2Q2
, (1)

where n is the floating normalization parameter, and the charge radius is given by rp =
√

6(p2 − p1).
The Gp

E(Q2) extracted from the 1.1 GeV and 2.2 GeV data were fitted simultaneously using
the Rational (1,1) function. Independent normalization parameters n1 and n2 were assigned for
1.1 and 2.2 GeV data respectively, to allow for differences in normalization uncertainties, but
the Q2 dependence was identical. The parameters obtained from fits to the Rational (1,1) func-
tion are: n1 = 1.0002 ± 0.0002stat. ± 0.0020syst., n2 = 0.9983 ± 0.0002stat. ± 0.0013syst., and
rp = 0.831 ± 0.007stat. ± 0.012syst. fm. The Rational (1,1) function describes the data very well,
with a reduced χ2 of 1.3 when considering only the statistical uncertainty.

To determine the systematic uncertainty in rp, a Monte Carlo technique was used to randomly
smear the cross section and GE(Q2) data points for each known source of systematic uncertainty.
The rp was extracted from the smeared data and the process is repeated 100,000 times. The RMS of
the resulting distribution of rp is recorded as the systematic uncertainty. The dominant systematic
uncertainties of rp are theQ2 dependent ones which primarily affect the lowest-Q2 data: the Møller
radiative corrections, the background subtraction for the 1.1 GeV data, and event selection. The
uncertainty of rp arising from the finite Q2 range and the extrapolation to Q2 = 0, was investigated
by varying the Q2 range of the mock data set as part of the robustness study of the Rational
(1,1) function [31]. This uncertainty was found to be much smaller than the relative statistical
uncertainty of 0.8%. The total systematic relative uncertainty on rp was found to be 1.4%.

The rp obtained using the Rational (1,1) function is shown in Figure 4, with statistical and
systematic uncertainties summed in quadrature. Our result obtained from Q2 down to an unprece-
dented 2.1×10−4 (GeV/c)2, is about 3-standard deviations smaller than the previous high-precision
electron scattering measurement [4], which was limited to higher Q2 (> 0.004 (GeV/c)2). On the
other hand, our result is consistent with the µH Lamb shift measurements[1, 6], and also the re-
cent 2S-4P transition frequency measurement using ordinary H atoms [9]. Given that the lowest
Q2 reached in the PRad experiment is an order of magnitude lower than the previous e− p exper-
iments, and the careful control of systematic effects, our result indicates that the proton is indeed
smaller than the previously accepted value from e− p measurements. Our result does not support
any fundamental difference between the e−p and µ−p interactions and is consistent with the shift
in the Rydberg constant announced by CODATA [8].

In summary, the PRad experiment is the first e− p experiment to cover a two orders of magni-
tude span of Q2, in one setting. The experiment also exploited the simultaneous detection of e− p
and e− e scattering to achieve superior control of systematic uncertainties, which were by design
different from previous e − p experiments. Further, the extraction of rp by employing functional
forms with validated robustness is another strength of this result. Our result introduces a large dis-
crepancy with contemporary precision e−p experiments. On the other hand, the results also imply
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Figure 4: The proton charge radius. The rp extracted from the PRad data, shown along with the
other measurements of rp since 2010 and the CODATA recommended values.The PRad result is
2.7-σ smaller than the CODATA recommended value for e− p experiments [19].

that there is consistency between proton charge radii obtained from e − p scattering on regular
hydrogen and spectroscopy of muonic hydrogen [1, 6] and that the value of rp is consistent with
the recently updated CODATA value [8]. The PRad experiment demonstrates the clear advantages
of the calorimeter based method for extracting rp from e−p experiments and points to further pos-
sible improvements in the accuracy of this method. It also validates the recently announced shift
in the Rydberg constant [8], which has profound consequences, given that the Rydberg constant is
one of the most precisely known constants of physics.
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3 PRad-II: Going beyond-the-state-of-the-art
Based on the experience gained from the PRad experiment, there are a number of improvements
one can make in an upgraded experiment. The low-hanging fruits amongst the possible improve-
ments are additional beamtime to reduce the statistical uncertainty and a better beamline vacuum
upstream of the target, to help reduce the small angle experimental background. The rest of the
improvements are related to reducing the key systematic uncertainties that dominated the PRad
experiment, namely i) the precision of the efficiency determination of the GEM based coordinate
detector, ii) the need to cover a wider range of Q2 than PRad, by reaching the lowest Q2 accessed
by lepton scattering experiments iii) the non-linear detector response of the Pb-Glass portion of
the HyCal calorimeter and iv) the subtraction of background associated with the beam line. Lastly,
improved radiative correction calculations will further improve the precision of the proton radius
determination from the PRad and the upgraded PRad-II experiment. The improved radiative cor-
rections will be discussed later in the proposal in section 4.8.

3.1 New tracking capabilities
The precision of the GEM detector efficiency contributed indirectly to the systematic uncertainty
of the PRad experiment. A precise measurement of the GEM detector efficiency (at the level of
0.1%) allows the integrated Møller method to be used over the entire angular acceptance of the
experiment. The uncertainties associated with Møller counts used in this method are normaliza-
tion type uncertainties and thus, do not contribute to the systematic uncertainty of extracting rp.
However, this method relies on a correction for the inefficiency of the GEM detector. As can be
seen in fig. 20-right, the presence of the spacer grids (which are used to keep the GEM foils apart
from each other) in the PRad GEM detectors caused narrow regions of lower efficiency along the
spacers. While these efficiencies were measured relative to HyCal and corrected in data analysis,
the relatively poor position resolution of the HyCal led to larger uncertainties in the locations of
these low efficiency areas of the GEM detectors. This resulted in systematic uncertainties as large
as 0.5% in the forward scattering angular region. These larger systematic uncertainties precluded
the integrated Møller method from being applied in the forward angle region. Instead, the PRad re-
sult relied on the bin-by-bin method for the forward angle region. While the bin-by-bin method is
excellent in canceling the effect of the GEM detector inefficiency, it introduces Q2-dependent sys-
tematic uncertainties due to the angular dependence of Møller scattering with contributions from
Møller radiative correction, Møller event selection, beam energy and acceptance. Higher precision
in the determination of the GEM efficiency would allow for the use of the integrated Møller method
over the full experimental acceptance eliminating these Q2-dependent systematic uncertainties.

Using new GEM detectors with no spacer grids significantly reduces the efficiency fluctuations
across the active area. Furthermore, a high precision measurement of the GEM detector efficiency
profile can be achieved by adding a second GEM detector plane. In this case, each GEM plane
can be calibrated with respect to the other GEM plane instead of relying on the HyCal, minimiz-
ing the influence of the HyCal position resolution. It will also help reduce various backgrounds
such as, cosmic backgrounds and the high-energy photon background that have an impact on the
determination of the GEM efficiency. In addition, the tracking capability afforded by the pair of
separated GEM planes will allow measurements of the interaction z−vertex. This can be used to
eliminate various beam-line backgrounds, such as those generated from the upstream beam halo
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blocker. The uncertainty due to the subtraction of the beamline background, at forward angles, is
one of the dominant uncertainties of PRad. Therefore, the addition of the second GEM detector
plane will reduce the systematic uncertainty contributed by two dominant sources of uncertainties.

The tracking capabilities of PRad-II will be enhanced significantly compared to PRad by re-
placing the original GEM layer with a new GEM-type coordinator detector with no spacer grid and
with the addition of a second GEM layer, 40 cm upstream of the first GEM location next to HyCal.
These two new tracking layers will be built by the UVa group. The outer dimensions and readout
parameters of these new layers will be similar to the original PRad GEM layer; with an active area
of 123 cm × 110 cm composed of two side by side detectors, each with an active area of 123 cm
× 55 cm, arranged so that there is a narrow overlap area in the middle. These two new tracking
layers will be based on the novel µRWELL technology. The biggest advantage of using this new
technology for the PRad-II tracking layers is that it would allow each detector module to be built
without a spacer grid. The presence of the spacer grid in the original GEM detector caused narrow
regions of lower efficiency along the spacers. Having two spacer-less layers will eliminate the
regions of low efficiency. Furthermore, having two layers allows for highly accurate determination
of efficiency profile for the entire GEM area; i.e much smaller inefficiency corrections to make and
the inefficiency corrections determined with much higher accuracy.

µRWELL is a single-stage amplification Micro Pattern Gaseous Detector (MPGD) that is a
derivative of the GEM technology. It features a single kapton foil with GEM-like conical holes that
are closed off at the bottom by gluing the kapton foil to a readout structure to form a microscopic
well structure. A cross section of a µRWELL detector is shown in Fig. 5-left. The technology
shares similar performances with a GEM detector in term of rate capability and position resolution
but presents the advantages of flexibility, no need for spacers and lower production cost that makes
it the ideal candidate for large detectors. The UVa group built a 10 × 10 cm2 µRWELL prototype
detector that was tested with cosmic-rays at the UVa Detector Lab as well as in test beam at Fermi-
lab (June-July 2018). Preliminary results from the test beam data, shown shown in Fig. 5-right, are
very encouraging with spatial resolution performances superior to those of standard Triple-GEM
detectors of similar dimensions. The UVa group plans to continue basic R&D studies of the MPGD
technology and build large area flat µRWELL structures for the PRad-II setup.

Preliminary		µRwell	results	from	Fermilab	test	beam	

X-strip
posi7on	
resolu7on	

Y-strip	
posi7on	
resolu7on	

Figure 5: µRWELL prototype with 2D readout: (left:) Cross section of the prototype; (center:)
Prototype installed in test beam area at Fermilab (June-July 2018); (right): Preliminary results of
spatial resolution performances of the µRWELL prototype with 2D X-Y strip readout layer.
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3.2 Enhancing the Q2 coverage
PRad-II will cover a significantly larger range in Q2 compared to the PRad experiment. It will
reach an unprecedented low Q2 of ∼ 10−5 GeV2 while simultaneously covering up to Q2 = 6×
10−2 GeV2. The entire range will be covered in a single fixed experimental setup, just as in PRad,
using 3 different beam energies of 0.7, 1.4 and 2.1 GeV. In order to reach the lowest scattering
angles of up to 0.5 deg a new rectangular cross shaped scintillator detector will be placed 25 cm
from the target center. The scintillator detector covers the angular range beyond the largest angles
reached by HyCal. This detector will be used to separate the elastic e− p events from Møller scat-
tering events down to scattering angles as low as 0.5 degree thus reaching Q2 of ∼ 10−5 GeV2.
The distribution of the Møller electrons where the second scattered electrons is detected in the
two inner-most layers of PbWO4 crystals in the HyCal is shown in Fig. 6(a). For most of the
Møller electrons incident at the two inner-most layers of HyCal, the second Møller electron falls
outside the HyCal acceptance. By detecting this second Møller electron in a scintillator detector
placed at z = 25 cm from the center of the target, as shown in Fig. 6(b), the e− p electrons can be
distinguished from the Møller electrons at the scattering angles between 0.5-0.8 degrees helping
reach lower Q2 compared to the PRad experiment.

Figure 6: a) The distribution of a Møller electron on the scintillator detector, when the other
Møller electron is detected in the two inner-most layers of the HyCal. The red lines show the
outline of scintillator tiles. b) A schematic of the scintillator detector to detect these Møller elec-
trons which help can be used to separate them from the e− p electrons in the 0.5-0.8 deg range of
scattering angles.

The detector system will include 4-linear stages such that each scintillator tile can be moved
individually in x/y direction enabling them to intersect with the electrons detected in the HyCal.
This feature will be used to calibrated the detector and determine its efficiency at the level of 0.1%.
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An alpha source based monitoring system will be included on each scintillator tile to help monitor
the efficiency continuously during the experiment.

3.3 An all PbWO4 Calorimeter with flash-ADC based readout
The non-linear behaviors in the energy response of the Pb-glass shower detectors are usually few
time larger than PbWO4 detectors and also much more non-uniform. In addition, their energy res-
olution is about 2.5 times worse than that of the PbWO4 detectors, which increases the inelastic
e − p contribution to the elastic e − p yield. Even though the contributions of these factors to the
rp systematic uncertainty are not as large as those from the Møller, their contributions to the cross
section and Gp

E are much larger and primarily affect the high Q2 data. The only way to reduce
this uncertainty is to replace the Pb-glass detectors with PbWO4 detectors. This will suppress the
inelastic e − p contribution to less than 0.1% for the entire Q2 range, compared to the maximum
2% in the case of PRad. And it will suppress the Q2-dependent systematic uncertainties due to dif-
ferences in the detector properties between the PbWO4 and Pb-glass detectors. Further, converting
the calorimeter readout electronics from a FASTBUS based system to a flash analog to digital con-
verter based setup would dramatically improve the uncertainty due to detector gain and pedestal
stability. The flash-ADC readout system not only allows one to measure the pedestal event-by-
event, but also provides excellent timing information and digital trigger information, which allows
the rejection of various accidental events and improved trigger efficiency.

PRad-II will use an upgraded HyCal calorimeter which will be an all PbWO4 Calorimeter
rather than the Hybrid version used in PRad. The lead-glass modules of HyCal will be replaced
with new PbWO4 crystals. This will significantly improve the uniformity of the electron detection
over the entire experimental acceptance. Such uniformity of the detector package is critical for
the precise and robust extraction of rp. Moreover, the readout electronics will be converted from
a FASTBUS based system used during PRad to an all flash-ADC based system which is expected
to provide a seven fold improvement in the DAQ speed. A faster DAQ will allow us to collect
an order of magnitude more statistics within a reasonable amount of beamtime. Note that the
projected uncertainties can still be achieved with the current hybrid calorimeter.

3.4 Beamline enhancements
The window on the Hall-B tagger is being replaced with an aluminum windows; this upgrade is
expected to result in a significant improvement in the beamline vacuum, particularly upstream of
the target. This will help reduce one of the key sources of background observed during the PRad
experiment. Further, a new beam halo blocker will be placed upstream of the Hall-B tagger magnet.
This will further reduce the beam-line background critical for accessing the lowest angular range
and hence the lowest Q2 range in the experiment.

3.5 Other desirable upgrades
The proposed reduction in the total uncertainties of PRad-II does not rely on the upgrade discussed
below but it is nonetheless desirable for performing the best possible experiment.
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3.5.1 Windowless target

The factor of 2.5 improvement expected in the PRad-II experiment does not require any further
improvements to the windowless gas flow target used during PRad. The projected precision and
all of the experimental goals can be achieved with the existing PRad target. However, because
of recent technological advances, the experiment could benefit from a liquid-drop hydrogen target
with a laser based gating. The PRad target is a window-less target which produces two gas plumes
escaping from the two ends of the target cell. The effect of these plumes cannot be completely
subtracted using the "empty" target runs, where the target chamber is filled with gas at the same
flow rate as the gas filling the target cell during the "full" target run. The effect of the plumes
was estimated using the PRad target profile simulations. It was difficult to further reduce the
systematic uncertainty contributed by the plumes, as the gas profile simulation at low densities is
highly non-trivial. A liquid-drop target with an adequate gating mechanism, on the other hand,
will be effectively a point-like target, and it should minimize systematic uncertainties associated
with the extended target effects, including these plumes. Such a target is being investigated by the
JLab target group. However, all the estimates in this proposal are based on the existing PRad gas
flow target.
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4 The new proposed experiment

4.1 Introduction
The proposed PRad-II experiment plans to reuse the PRad setup (shown in Fig. 1 but with im-
provements to the range of Q2 covered, an additional GEM detector plane, and an improved high
efficiency PbWO4 crystal electromagnetic calorimeter together with a new fADC based readout
system for the calorimeter. Just as in the PRad exeriment the scattered electrons from ep elastic
and Møller scatterings will be detected simultaneously with high precision. As demonstrated by
the PRad experiment a windowless target cell has a definitive advantage over closed cell targets in
minimizing one of the primary sources of background.

A small scintillator detector placed 25 cm from the target cell will help distinguish between
Møller electrons and and ep elastic electrons at the lowest angles covered in this experiment (0.5-
0.7 deg), allowing access to an unprecedented low Q2 of 10−5 GeV2.

Figure 7: The placement of the new GEM-µRwell chamber in the proposed experimental setup for
PRad-II.

Just as in the PRad experiment the scattered electrons will travel through the 5 m long vac-
uum chamber with a thin window to minimize multiple scattering and backgrounds. The vacuum
chamber matches the geometrical acceptance of the calorimeter. The new second GEM detector
layer will be placed about 40 cm upstream of the GEM detector layer location in PRad, as shown
in Fig. 7. Both GEM layers will be made of spacer-less detectors based on the novelµRWELL
technology. The pair of GEM-µRWELL detector planes will ensure a high precision measurement
of the GEM detector efficiency needed for applying the integrated Møller method to the full an-
gular range of the experiment. The two GEMs-µRWELL layers will also add a modest tracking
capability to help further reduce the beam-line background.

The elements of the experimental apparatus along the beamline are as follows:

• windowless hydrogen gas target

• 11× 11 cm2 scintillator detector with a 4×4 cm2 hole placed 25 cm from the center of the
target.
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• Two stage, large area vacuum chamber with a single thin Al. window at the calorimeter end

• A pair of GEM-µRWELL detector planes, separated by about 40 cm for coordinate mea-
surement as well as tracking.

• high resolution all PbWO4 crystal calorimeter (the Pb-glass part of the HyCal will be re-
placed with PbWO4 crystals) with fADC based readout.

Figure 8: The proposed experimental setup for PRad-II.

Figure 8 shows a schematic layout of the PRad-II experimental setup.

4.2 Electron beam
We propose to use the CEBAF beam at three incident beam energies E0 = 0.7, 1.4 and 2.1 GeV
for this experiment. The beam requirements are listed in Table 1. All of these requirements were
achieved during the PRad experiment. A typical beam profile during the PRad experiment is shown
in Fig. 9 and the beam X, Y position stability was ' ± 0.1 mm as shown in Fig. 10.

Table 1: Beam parameters for the proposed experiment

Energy current polarization size position stability beam halo
(GeV) (nA) (%) (mm) (mm)

0.7 20 Non < 0.1 ≤ 0.1 ∼ 10−7

1.4 70 Non < 0.1 ≤ 0.1 ∼ 10−7

2.1 70 Non < 0.1 ≤ 0.1 ∼ 10−7
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Figure 9: Typical beam profile during the PRad experiment, showing a beam size of σx = 0.01 mm
and σy = 0.02 mm.

Figure 10: Beam X,Y position stability (' ± 0.1 mm) during the PRad experiment.

4.3 Windowless hydrogen target
A critical component of this proposed experiment is a windowless hydrogen gas target used during
the PRad experiment. PRad-II will reuse the windowless hydrogen gas flow target. This target
had a thickness of ∼ 2.5× 1018 hydrogen atoms/cm2, hence, with an incident beam current of
20 nA the luminosity is L ≈ 3 × 1029 cm−2 s−1.The high density was reached by flowing cryo-
cooled hydrogen gas (at 19.5◦ K) through the target cell with a 40 mm long and 63 mm diameter
cylindrical thin copper pipe. The upstream and downstream windows of this cell were covered by
thin (7.5 µm) kapton films with 2 mm holes in the middle for the passage of the electron beam
through the target. Four high capacity turbo-pumps were used to keep the pressure in the chamber
(outside the cell) at the ∼ 2.3 mtorr level while the pressure inside the cell was ∼ 470 mtorr.
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Figure 11: (left)Annotated drawing of the PRad gas flow target indicating most of the target’s
main components. The location and dimensions of various polyimide pumping orifices are shown,
where Z is the distance from target center. The direction of the electron beam is indicated by a red
arrow. (right) Downstream view of the PRad target in the beamline.

The target cell was specifically designed to create a large pressure difference between the gas
inside the cell and the surrounding beam line vacuum.

Figure 11 (left) is a cut-thru drawing of the PRad target chamber and shows most of its major
components. High-purity hydrogen gas (>99.99%) was metered into the target system via a 0–10
slpm mass flow controller. Using a pair of remotely actuated valves, the gas was either directed into
the target cell for production data-taking, or into the target chamber for background measurements.
Before entering the cell, the gas was cooled to cryogenic temperatures using a two-stage pulse tube
cryocooler1 with a base temperature of 8 K and a cooling power of 20 W at 14 K. The cryocooler’s
first stage serves two purposes. It cools a tubular, copper heat exchanger that lowers the hydrogen
gas to a temperature of approximately 60 K, and it also cools a copper heat shield surrounding
the lower temperature components of the target, including the target cell itself. The second stage
cools the gas to its final operating temperature and also cools the target cell via a 40 cm long,
flexible copper strap. The temperature of the second stage was measured by a calibrated cernox
thermometer2 and stabilized at approximately 20 K using a small cartridge heater and automated
temperature controller.

The target cell, shown in Fig. 12, was machined from a single block of C101 copper. Its outer
dimensions are 7.5× 7.5 × 4.0 cm3, with a 6.3 cm diameter hole along the axis of the beam line.
The hole is covered at both ends by 7.5 µm thick polyimide foils, held in place by aluminum end
caps. Cold hydrogen gas flows into the cell at its midpoint and exits via 2 mm holes at the center
of either kapton foil. The holes also allow the electron beam to pass through the H2 gas without
interacting with the foils themselves, effectively making this a “windowless” gas target. Compared
to a long thin tube, the design of a relatively large target cell with small orifices on both ends has
two important advantages. First, it produce a more uniform density profile along the beam path,

1Cryomech model PT810
2Lakeshore Cryotronics
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Figure 12: The PRad target cell. Hydrogen gas, cooled by the pulse tube cryocooler, enters the cell
via the tube on the left. The cell is cooled by a copper strap attached at the top, and is suspended by
the carbon tube directly above the cell. The 2 mm orifice is visible at the center of the polyimide
window, as are the wires for a thermometer inside the cell. Two 1 µm solid foils of aluminum and
carbon attach to the cell bottom, but are not shown in the photograph.

allowing a better estimate of the gas density based upon its temperature and pressure. Second, it
eliminates the possibility of electrons associated with beam halo scattering from the 4 cm long cell
walls. Instead, the halo scatters from the 7.5 µm thick polyimide foils. A second calibrated cernox
thermometer, suspended inside the cell, provides a direct measure of the gas temperature. The
gas pressure was measured by a capacitance manometer located outside the vacuum chamber and
connected to the cell by a carbon fiber tube approximately one meter long and 2.5 cm in diameter.
The same tube is used to suspend the target cell, in the center of the vacuum chamber, from a
motorized 5-axis motion controller. The controller can be used to position the target in the path of
the electron beam with a precision of about±10 µm. It was also used to lift the cell out of the beam
for background measurements. Also, two 1 µm thick foils, carbon and aluminum, were attached
to the bottom of the copper target cell for additional background and calibration measurements.
High-speed turbomolecular pumps were used to evacuate the hydrogen gas as it left the target cell
and maintain the surrounding vacuum chamber and beam line at very low pressure. Two pumps,
each with a nominal pumping speed of 3000 l/s, were attached directly under the chamber, while
pumps with 1400 l/s speed were used on the upstream and downstream portions of the beam line.
A second capacitance manometer measured the hydrogen gas pressure inside the target chamber,
while cold cathode vacuum gauges were utilized in all other locations.

Polyimide pumping orifices were installed in various locations to limit the extent of high pres-
sure gas along the path of the beam. With this design, the density of gas decreases significantly
outside the target cell, with 99% of scattering occurring within the 4 cm length of the cell.
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4.3.1 Target performance

During the PRad experimet 600 sccm cold H2 gas was flown through the target cell. Under these
conditions, typical pressure and temperature measurements inside the target cell were 0.48 torr
and 19.5 K, respectively, resulting in a gas density of 0.83 mg/cm3 [32]. Table 2 gives typical
pressure measurements obtained in other regions of the electron beam path. The hydrogen areal
density is calculated as the product of the gas number density and the length of the region. In
all regions except the target cell, a room temperature of 293 K is assumed when calculating the
gas density. The vast majority of the hydrogen gas was confined to the 4 cm long target cell,
with the majority of the remaining gas being measured in the 5 m long, 1.8 m diameter vacuum
chamber just upstream of the calorimeter. Here the achievable vacuum pressure was limited by the
conductance between the chamber and its vacuum pump. Two types of background measurements

Table 2: Hydrogen gas pressures and areal densities for the PRad beam line. Refer to Fig. 11 (left)
for more details.Room temperature gas is assumed in calculating the areal density of all regions
except Region 1 (target cell), where a temperature of 19.5 K was used.

Region Length Pressure Areal density Percentage of total
(cm) (torr) (atoms/cm2)

Target cell 4 0.48 1.9 × 1018 98.97
Upstream beamline 300 2.2 × 10−5 2.0 × 1014 0.02
Upstream chamber 71 5.7 × 10−5 2.6 × 1013 0.00

Target chamber 14 2.3 × 10−3 2.1 × 1015 0.11
Downstream chamber 71 3.0 × 10−4 6.1 × 1014 0.07

Vacuum chamber 400 5.2 × 10−4 7.2 × 1015 0.83

were made. In the first, the H2 gas flow was maintained at the same 600 sccm, but the gas was
directed into the vacuum chamber rather than the target cell. In this case, the chamber pressure
increased slightly to 2.9 mtorr, and the cell temperature warmed to 32 K. For the second type of
background measurements, the gas flow was set to zero, in which case both the cell and chamber
pressures dropped below 0.001 torr.

The measured temperature values, together with the inlet gas flow rate, pumping speeds of the
pumps, and the detailed geometry of the target system were used to simulate the hydrogen density
profile in the target using the COMSOL Multiphysics R© simulation package. The average pressure
obtained from the simulation agreed with the measured values within 2 mTorr for both the target
cell and the target chamber, under the PRad production running conditions. Fig. 13 shows the
simulated density profile along the beam path for both the full target cell configuration and the
“full chamber” background configuration. During the PRad experiment the target pressure and
temperature remained stable throughout. The variation of target pressure and temperature with
time is shown in Fig. 14.

4.4 Large volume vacuum chamber
For the PRad experiment a new large ∼5 m long, two stage vacuum chamber was designed and
built. It extended from the target to the GEM/HyCal detector system. There was a single 1.7 m
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Figure 13: Density profile of hydrogen atoms along the electron beam line. Here, the target cell
is centered at 0 cm, and the electron beam transverses the target from negative to positive values.
The red line indicates a measurement with 600 sccm of hydrogen flowing into the target cell. The
green line indicates a background measurement with the same flow of gas directly into the target
vacuum chamber.
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Figure 14: The variation of PRad target pressure and temeperature vs. run number. Each run was
about 1 hr long.

diameter, 63 mil thick Al. window at one end of the vacuum chamber, just before the GEM
detector. A 2-inch diameter beam pipe was attached using a compression fitting to the center of the
thin window. This design ensured that the electron beam did not encounter any additional material
other than the hydrogen gas in the target cell, all the way down to the Hall-B beam dump. The
vacuum box also helped minimize multiple scattering of the scattered electrons en route to the
detectors. A photograph of the vacuum chamber is shown in Fig. 15. This vacuum chamber will
be reused for PRad-II.
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Figure 15: A photograph of the ∼5 m long, two stage vacuum chamber used during the PRad
experiment (left). A photograph of the 1.7 m diameter thin window at one end of the vacuum
chamber (right). Here the GEM and HyCal have been moved downstream for technical service.

4.5 High resolution forward calorimeter
The scattered electrons from e−p elastic and Møller scatterings in this precision experiment will be
detected with a high resolution and high efficiency electromagnetic calorimeter. In the past decade,
lead tungstate (PbWO4) has became a popular inorganic scintillator material for precision compact
electromagnetic calorimetry in high and medium energy physics experiments (CMS, ALICE at the
LHC) because of its fast decay time, high density and high radiation hardness. The performance
characteristics of the PbWO4 crystals are well known mostly for high energies (>10 GeV) [34]
and at energies below one GeV [35]. The PrimEx Collaboration at Jefferson Lab constructed a
novel state-of-the-art multi-channel electromagnetic hybrid (PbWO4-lead glass) calorimeter (HY-
CAL) [33] to perform a high precision (1.5%) measurement of the neutral pion lifetime via the
Primakoff effect. The advantages of using the HyCal calorimeer was also demonstrated in the
PRad experiment.

For PRad-II we are proposing to replace the outer Pb-glass layer with PbWO4 modules turning
the calorimeter into a fully PbWO4 calorimeter. A single PbWO4 module is 2.05 × 2.05 cm2 in
cross sectional area and 18.0 cm in length (20X0). The calorimeter consists of 1152 modules ar-
ranged in a 34× 34 square matrix (70× 70 cm2 in size) with four crystal detectors removed from
the central part (4.1× 4.1 cm2 in size) for passage of the incident electron beam. An additional ∼
1500 modules will be used to replace the ∼ 800 Pb-glass modules. As the light yield of the crystal
is highly temperature dependent (∼ 2%/◦C at room temperature), a special frame was developed
and constructed to maintain constant temperature inside of the calorimeter with a high tempera-
ture stability (±0.1◦C) during the experiments. Figure 16 shows the assembled PrimEx HYCAL
calorimeter that was used in the PRad experiment. For the PRad-II experiment the calorimeter will
be placed at a distance of about 5.5 m from the target which will provide a geometrical acceptance
of about 25 msr.
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Figure 16: The PrimEx HYCAL calorimeter with all modules of the high performance
PbWO4 crystals in place.

During PRad the energy calibration of HyCal was performed by continuously irradiating the
calorimeter with the Hall B tagged photon beam at low intensity (< 100 pA). An excellent energy
resolution of σE/E = 2.6%/

√
E has been achieved by using a Gaussian fit of the line-shape

obtained from the 6× 6 array. The impact coordinates of the electrons and photons incident on the
crystal array were determined from the energy deposition of the electromagnetic shower in several
neighboring counters. Taking into account the photon beam spot size at the calorimeter (σ=3.0
mm), the overall position resolution reached was σx,y = 2.5 mm/

√
E for the crystal part of the

calorimeter. The calorimeter performed as designed during the experiment, as shown in Fig. 17,
which shows the resolution achieved during the PRad experiment and the energy dependence of
the trigger efficiency.

E (MeV)
400 600 800

(E
)/

E
σ

0.02

0.03

0.04

0.05

0.06

E GeV
0.026 = 

E
(E)σ

 (GeV)γE
0.4 0.6 0.8

tr
ig

ge
r 

ef
fic

ie
nc

y

0.992

0.994

0.996

4PbWO
transition
PbGlass

Figure 17: Energy resolution of the PbWO4 crystal part of the HyCal calorimeter (left) and the
energy dependence of the trigger efficiency (right). These data are from the PRad experiment.

The upgraded calorimeter will provide enhanced uniformity across the entire calorimeter and
reduce the uncertainty due to e−p inelastic contribution to the elastic e−p yield (event selection).
The impact of the upgraded HyCal on the uncertainty in event selection and detector response
was studied using the PRad comprehensive Monte Carlo simulation. Fig. 18 shows the projected
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improvement in the one standard deviation systematic uncertainty band in the extracted Gp
E . The

Figure 18: The one standard deviation systematic uncertainty band in the extracted Gp
E for the

current HyCal and the upgraded calorimeter.

trigger for the PRad-II experiment will be total energy deposited in the calorimeter ≥ 20% of E0.
This will allow for the detection of the Møller events in both single-arm and double-arm modes.

4.6 GEM µRWELL based coordinate detectors

Figure 19: The PRad GEM chambers (left) and the GEM chambers mounted on the HyCal during
the experiment (right).

The PRad experiment used Gas Electron Multiplier (GEM) based coordinate detectors with
∼ 70 µm position resolution. The active area of the GEM PRAd layer was 123 cm × 110 cm to
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match the area of the calorimeter. The GEM layer was made of two large area GEM detectors,
each with an active area of 123 cm × 55 cm, arranged so that there is a narrow overlap area in
the middle. An especially designed through hole with a 4 cm radius built into GEM detectors at
the center of the active area allowed for the passage of the beamline. The GEM detectors were
triple GEM foil structures followed by a 2D x-y strip readout layers. The chambers were mounted
to the front face of the HyCal calorimeter using a custom mounting frame. A pre-mixed gas of
70% Argon and 30% CO2 was continuously supplied to the chambers. Figure 19 shows the PRad
GEM detector and a view of it mounted to the front of the HyCal calorimeter during the PRad
experiment.

The chambers were designed and constructed by the University of Virginia group and are cur-
rently the largest such chambers to be used in a nuclear physics experiment. These GEM chambers
provided more than a factor of 20 improvement in coordinate resolution and a similar improvement
in the Q2 resolution. They allowed unbiased coordinate reconstruction of hits on the calorimeter,
including the transition region of the HyCal calorimeter. The GEM detectors also allowed us to
use the lower resolution Pb-glass part of the calorimeter, extending the total Q2 range covered at a
single beam energy setting.
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Figure 20: A plot of the GEM efficiency over the X-Y coordinates of the detector (left), and the
GEM efficiency over the region overlapping with the PbWO4 crystals of the HyCal calorimeter vs.
polar angle (right). The drops in efficiency seen in the 2D plot in the left is due to spacers inside
the GEM modules. A software cut to remove the spacers yields an efficiency profile uniform to
within +/- 1% level as seen by red circles. The cut to remove spacers reduce the available statistics
by only about 4.7%.

The PRad GEM detectors were readout using the APV25 chip based Scalable Readout System
(SRS) developed at CERN. An upgraded firmware configuration developed for the PRad setup
allowed the experiment to collect data at ∼ 5kHz with a data rate of ∼ 400 MB/sec and ∼ 90%
live time. This was the highest DAQ rate achieved by a APV based system at the time.

The PRad GEM detectors consistently performed well throughout the experiment. The effi-
ciency of the chamber was mostly uniform over the entire chamber, except for over the spacer
locations, as shown in Fig. 20, and it achieved the design resolution of 72 µm. The performance
of the detector remained stable throughout the experiment. In the PRad GEM chambers the 2×4
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Figure 21: (Left) The position resolution (approximately 72 µm) for GEM detectors achieved dur-
ing PRad experiment; this represents a factor of 20-40 improvement over the resolution available
without the GEM tracker in the setup. (Right) The scattered Møller ee pair rings detected by PRad
GEM tracker illustrating the high position resolution and accuracy provided by the GEMs. Fur-
thermore, this plot shows the very low background level in the reconstructed GEM hit locations.

grid of thin dielectric spacers was used between each pair of GEM foils to prevent them from com-
ing into contact with each other. Each large area GEM foil was sub-divided into 60 sectors; the
61.5 cm long and 18.3 cm wide sectors were separated by narrow (100 µm) margins. The GEM
efficiency loss due to the presence of spacers and sector margins was measured relative to HyCal
using data and was modeled in the simulation.

The new µRWELL based tracking layers will have an identical size and outer design to the
PRad GEM detectors. However, new advances in µRWELL detector technology such as spacer-
free construction with a smaller materials budget will be incorporated into the new detectors. The
impact of using two advanced technology coordinate detector layers on the determination of in-
efficiency profile and the associated uncertainty, as well as the improvement in the vertex recon-
struction capabilities was studied using a simulation of the GEM detectors. The improvement in
the determination of the efficiency and its uncertainty is shown in Fig. 22. In addition the improve-
ment in the resolution of the reconstructed reaction vertex is shown in Fig. 23.

The readout of the two GEM µRWELL layers requires approximately 20 k electronic channels.
This readout for the proposed experiment will be done by using the high-bandwidth optical link
based MPD readout system recently developed for the SBS program in Hall A. This system is
currently under rigorous resting. This new system uses the APV-25 chip used in the PRad GEM
readout. However, the readout of the digitized data is performed over a high-bandwidth optical
link to a Sub-System Processor (SSP) unit in a CODA DAQ setup. Given its 40 MHz sampling
rate and the number of multiplexing channels, the limiting trigger rate for the APV chip is 280
kHz in theory. In practice we expect it to be lower and assume a 100 kHz limit. Currently tests
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Figure 22: (left) Simulated GEM efficiency uncertainty as a function of scattering angle, when
using a single GEM detector plane along with the HyCal compared to when using two spacer-less
GEM-µRWELL detector planes. (right) The uncertainty in determining the efficiency for single
GEM−µRWELL vs two GEM-µRWELL detector planes.

Figure 23: Reconstructed reaction z-vertex when using one GEM plane along with the HyCal vs
using two GEM-µRWELL detector planes.

are underway by the JLab electronics group in collaboration with the UVa group to test the SBS
GEM readout system to operate at this high trigger rate limit. Given the aggressive R&D program
currently in place to reach this goal, we do not anticipate any difficulty of reaching the 25 kHz
trigger rate assumed for the PRad-II experiment.

The option for an even faster GEM readout system is now available with the currently ongoing
work as part of the pre R&D program for Jefferson Lab Hall A SoLID project. This fast GEM
readout system is based on the new VMM chip was developed at BNL for the ATLAS large Mi-
cromegas Muon Chamber Upgrade. VMM chip is an excellent candidate for large area Micro
Pattern Gaseous Detectors such as GEM and µRWELL detectors. The VMM is a rad-hard chip
with 64 channels with an embedded ADC for each channel. This chip is especially suited for high
rate applications and is much more advanced than the 20 year old APV chip. The VMM chip
has an adjustable shaping time which can be set to be as low as 25 ns. In the standard (slower)
readout mode, the ADC provides 10-bit resolution, while in the faster, direct readout mode the
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Figure 24: The VMM chip based CERN RD-51 SRS readout card. The previous generations of
this readout card (for example the card used for PRad) were based on the APV-25 chip.

ADC resolution is limited to 6-bits. The fast direct readout mode has a very short circuit-reset time
of less than 200 ns following processing of a signal. The VMM chip has already been adapted
by the CERN RD-51 collaboration for Micro-Pattern Gas Detectors to replace the APV-25 chip.
The electronics working group of the RD-51 collaboration has already created a new version of its
Scalable Readout System (SRS) based on the VMM chip. The UVa group, which has extensive ex-
pertise operating the APV based SRS readout, recently acquired a 500 channel VMM-SRS system
and is testing it in collaboration with the Jlab DAQ group. Furthermore, the as part of the SoLID
pre R&D program the Jlab electronics group is now developing a GEM readout system capable of
running at 300 kHz based on the VMM chip.

The 170 k channel APV based GEM readout for the HallA SBS project has been already
acquired and built, while as part of the HallA SoLID project, a 200+ k channel VMM based
readout system will be assembled. Given these very large volume fast readout systems, we do not
see any problem acquiring the 20 k channel GEM readout system needed for PRad-II

4.7 Electronics, data acquisition, and trigger
The high resolution calorimeter in this proposed experiment will have around 2500 channels of
charge and timing information. These will be readout using the JLab designed and built flash-ADC
modules (FADC250), each with 16 channels. The DAQ system for the calorimeter is thus com-
posed of 160 FADC250 modules that can be held in ten 16-slots VXS crates. The major advantages
of the flash-ADC based readout are the simultaneous pedestal measurement (or full waveform in
the data stream), sub-nanosecond timing resolution, fast readout speed, and the pipeline mode that
allows more sophisticated triggering algorithms such as cluster finding.

Additionally, some VME scalers will read out and periodically inserted into the data stream.
The DAQ system for the proposed experiment is the standard JLab CODA based system uti-

lizing the JLab designed Trigger Supervisor. A big advantage of the CODA/Trigger Supervisor
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system is the ability to run in fully buffered mode. In this mode, events are buffered in the digitiza-
tion modules themselves allowing the modules to be “live” while being readout. This significantly
decreases the deadtime of the experiment. With the upgraded flash-ADC modules we expect to
reach a data-taking rate of about 20 kHz events, which is about 4 times higher than the data-taking
rate in PRad experiment. Such a capability of the DAQ system has already been demonstrated by
CLAS12 experiments.

A large fraction of the electronics needed for the PRad-II DAQ and trigger, including the high
voltage crates and all necessary cabling for the detectors, are available in Hall B from the PRad
experiment.

Our approach in organizing the first level hardware trigger in this proposed experiment is to
make it as simple as possible to reach the highest efficiency for the event selection process and in
the mean time, to meet the DAQ rate requirements. The primary trigger will be formed from the
PbWO4 calorimeter by only using the analog sum of all dynode outputs from each of the crystal
cells.

The scattered electrons from the ep→ ep reaction carry almost the same energy as the incident
beam. Therefore, for this process alone, one can organize a very efficient trigger by requiring the
total energy in the calorimeter to be 0.8× E0 including the resolutions. We are planning to detect
simultaneously the electrons from the e−e− → e−e− process in this experiment in two single-
arm and coincidence modes. For the coincidence mode, we are required to lower the total energy
threshold level to about one-fifth of the beam energy − 0.2 × E0 including the resolutions. This
will be still reasonable for this low luminosity (L ≈ 3 × 1029 cm−2 s−1) and low background
experiment.

4.8 Improved Radiative corrections at forward angles
In order to reach a high precision in proton radius experiments such as PRad [36, 37], in addition
to a tight control of systematic uncertainties and a precise knowledge of backgrounds associated
with the experiment, a careful calculation of radiative corrections (RC) is necessary. It should be
noted that the RC calculations carried out for small scattering angles give radiative corrections that
are smaller than the corrections obtained from larger angles. Consequently, small angle scattering
experiments like PRad/PRad-II, in this respect have a significant advantage as compared to other
scattering experiments performed at larger angles.

Since in the PRad experiment both elastic e− p and Møller e− e scattering events are taken si-
multaneously during the experiment, the integrated luminosity is canceled out in the ratio between
the two differential cross sections since it is the same for both reaction channels. However, one also
needs to take into account that an experimental differential cross section cannot be used directly
for a form factor extraction, as it contains radiative effects. To obtain the Born level differential
cross section at a particular angle, one needs to apply precisely calculated RC to the cross section
and also include a systematic uncertainty associated with the calculation.

There are already such calculations for the elastic e−p [38, 39], however, carried out within the
ultrarelativistic approximation where the electron mass squared has been neglected (m2

ee � Q2).
The code called MASCARAD [38] was developed for RC calculations, and another one called
ELRADGEN [39] was developed to generate radiative events for a full Monte Carlo simulation
of the PRad-type experiment. The Møller RC (events) have been calculated (generated) using the
codes called MERA [40] and MERADGEN [41]. In this case the ultrarelativistic approximation
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was also utilized. The explicit expressions without this approximation for one-loop (i.e. vertex,
self-energies and two photon exchange) contributions to Møller scatterings are presented in [42],
nevertheless, the contribution from hard photon emission was not considered. This contribution
was taken into account in [43] where they have extended the results of [42] with exact single
hard-photon bremsstrahlung calculations3.

For the radiative effects of the elastic e − p and Møller e − e scatterings that happened in the
actual PRad experiment, separate event generators [24, 44] were built, which included the NLO
contributions to the Born cross sections of these scattering processes. Ref. [24] has a complete set
of analytical expressions for calculated RC diagrams to e − p and Møller scatterings4, obtained
within a covariant formalism and beyond the ultrarelativistic approximation, before those were
calculated in [43]. Another independent elastic e−p event generator [25] was used as a cross-check.
The corrections to the proton line, which were often neglected, were included in this generator.
However, these corrections are highly suppressed due to proton’s heavy mass, and are negligible in
the PRad kinematic range. The two e−p event generators were found to be in excellent agreement
with each other. They also included the contribution from the two-photon exchange processes
[45, 46, 47], which were estimated to be less than 0.2% for the e−p elastic scattering cross section
in the PRad kinematic range. All the generators are able to generate hard radiated photons, beyond
the peaking approximation, by which the radiated photon will be co-linear with the electron. This
is crucial for calorimeter simulations, as the HyCal will integrate some of the radiated photons into
an electron cluster, if they are close enough to each other when they hit the HyCal. Details and
results on the NLO RC for the elastic e-p and Møller scatterings for the PRad experiment can be
found in [24].

We would like to discuss our estimation of higher order RC systematic uncertainties based
upon elastic e−p and e−e scatterings for PRad. If we consider both elastic e−p and Møller e−e
scatterings, then in these processes the systematic uncertainties due to radiative corrections arise
mainly from their higher order contributions to the cross sections. As we discussed, the NLO RC
diagrams are meticulously worked out beyond the ultrarelativistic approximation in Ref. [24, 44].
And these corrections also include multi-photon emission and multi-loop processes, which are ap-
proximated at the Q2 → 0 limit by an exponentiation procedure described in [24]. Nonetheless,
these higher order contributions are not calculated exactly, and the possible systematic uncertain-
ties have been estimated by the Duke group based on the approach of Arbuzov and Kopylova [48]
developed for some of higher order RC. The estimated systematic uncertainties for both e− p and
Møller are correlated and Q2-dependent. These uncertainties on the cross sections are shown in
Fig. 25 for the 1.1 GeV and 2.2 GeV data sets. The Q2-dependence is larger for the Møller RC and
it affects the cross section results through the use of the bin-by-bin method [37]. This can be seen
from the uncertainties below 1.6◦ for the 2.2 GeV data set and below 3.0◦ for the 1.1 GeV data set,
where the bin-by-bin method is applied. On the other hand, the Q2-dependence for the e − p RC
is estimated to be much smaller relatively. If we transform these cross section uncertainties into
the uncertainties on the proton radius, then for e − p we have ∼ 0.0020 fm, and for Møller e − e

3The calculations in [43], containing no ultrarelativistic approximation, permit a complete analysis of the next-
to-leading-order (NLO) RC for both Møller and Bhabha scattering in the low energy kinematics of the OLYMPUS
experiment.

4The calculations of [24] do not include two-photon exchange, radiation off proton and up-down interference, and
hadronic vacuum polarization.
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Figure 25: Relative systematic uncertainties for the cross sections due to radiative corrections for
the e − p and e − e scatterings. The blue squares are for the 2.2 GeV energy setting, the red dots
are for the 1.1 GeV energy setting. The figure is from Ref. [37].

we have ∼ 0.0065 fm, such that the total systematic uncertainty due to NLO RC is equal to ∆rp =
0.0069 fm.

The Q2-dependent systematic uncertainties from the Møller scattering can be suppressed by
using the integrated Møller method for all angular bins, which will turn all systematic uncertainties
from the Møller into normalization uncertainties for the cross sections. However, this procedure
requires high precision GEM efficiency measurements particularly for the forward angular region,
which cannot be achieved with the PRad setup, but can be achieved with an additional GEM plane
for the PRad-II setup.

Given that the Q2-dependent systematic uncertainty is much larger for the Møller scattering
and the potential impact on rp can be more significant, another independent estimate is performed
by the Duke group. This estimation follows the method developed for the MOLLER experiment
at JLab [49], where the authors have calculated two-loop electroweak corrections to the parity-
violating polarization asymmetry in the Møller scattering in MOLLER kinematic range. Based on
their mathematical framework, we were able to estimate the contribution from the next-to-next-
leading order (NNLO) diagrams on the Born cross section in the PRad kinematic range. The esti-
matedQ2-dependent systematic uncertainties are smaller than those estimated in the first approach,
for any reasonable photon energy cut for the PRad experiment (from 20 MeV to 70 MeV)5. Thus,
we still use the uncertainty (∆rp = 0.0069 fm) from the first approach as a conservative estimate
on rp.

Next we discuss the RC systematic uncertainty in Møller scattering for PRad-II setup based

5In our estimation one caveat is that we estimated the NNLO RC based on a restricted set of diagrams considered
in [49].
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on the integrated Møller method. The common systematic uncertainty of the PRad rp result from
[36] is dominated by the Q2-dependent uncertainties. In particular, it is dominated by those un-
certainties that primarily affect the low Q2 data points, such as those stemming from the Møller
scattering. These uncertainties include the Møller RC, Møller event selection, beam energy, de-
tector positions, etc. They are introduced into the cross section measurements by the use of the
bin-by-bin method, in which one obtains the e−p to e−e ratio by taking the e−p and e−e counts
from the same angular bin. In other words, the e − p count in each angular bin gets a different
normalization factor from the Møller e− e count.

On the other hand, the rp result is insensitive to the normalization uncertainties, which may
shift all data points up or down at the same time. The Q2-dependent systematic uncertainties
on rp can be eliminated by introducing a floating parameter in the radius extracting fitter. The
studies in [31] have already shown that the effect on rp is nearly zero, even with a normalization
uncertainty that is as larger as 5% (ten times larger than the typical normalization uncertainties
for PRad). Thus, in order to reduce the systematic uncertainties on rp, one can rely more on the
integrated Møller method rather than on the bin-by-bin method. In this case, one would integrate
the Møller counts in a fixed angular range, and use it as a common normalization factor to the
e − p counts from all angular bins. This will turn all systematic uncertainties from the Møller
into normalization uncertainties on the cross section, and thus completely eliminate any possible
effect on rp. An example is illustrated in Fig. 26, where the e− p to e− e ratios from simulations
with different beam energies are plotted relative to those obtained with the nominal beam energy.
For the upper plot, the results with scattering angles less than 1.6◦ are obtained with the bin-by-
bin method, while the results with larger scattering angles are obtained with the integrated Møller
method. There is a clear Q2-dependent systematic uncertainty caused by the bin-by-bin method in
the forward angular region. On the other hand, for the bottom plot the integrated Møller method is
applied for all angular ranges. In this case, the beam energy affects mostly just the normalization
of the data points. The effect on the extracted rp will be significantly smaller.

While the integrated Møller method is excellent in eliminating systematic effects on rp due to
the Møller, one would need to correct for the GEM efficiency as well, which can be cancelled by
using the bin-by-bin method. This is the reason why the integrated Møller method has not been
applied for the full angular range in the PRad case, since the GEM efficiency was very difficult to
measure precisely in the forward angular region. This is mostly due to the HyCal finite resolution
effect. In the case of PRad there was only effectively a single GEM plane. When measuring the
GEM efficiency, the incident angle of the electron was measured by HyCal, the position resolution
of which (on the order of 1 mm or worse) was not good enough to resolve various dead areas on
the GEM detectors (such as those caused by the GEM spacers). In PRad-II, there will be a second
GEM plane), so one can apply the integrated Møller method for the entire kinematic region.

Thereby, the procedure described above will be applicable to PRad-II experiment that will give
us almost zero systematic uncertainty on rp, in particular for the Møller RC, however, it would
be very relevant to obtain it also from the theory side. One of our priority goals is to calculate
exactly the NLO and NNLO RC in unpolarized elastic e− p and Møller e− e scatterings beyond
ultrarelativistic limit, when the electron mass will be taken into account at PRad/PRad-II beam
energies. In this case we will have the e − p and Møller radiatively corrected cross sections with
both NLO and NNLO RC included. Based upon such new calculations we will also modify the
event generator of [44], which has been used in the analysis of the PRad data. Its new version will
be used in the analysis of the PRad-II data.
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Figure 26: The e − p to e − e ratios from simulations with different beam energies (labeled as
simx) are plotted relative to those obtained with the nominal beam energy (labeled as sim), for
the 2.2 GeV setting. In the upper plot the integrated Møller method is applied for all angular bins
above 1.6◦. In the lower plot the integrated Møller method is applied for all angular bins.
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It will be an outstanding problem to calculate the corresponding one-loop and two-loop Feyn-
man diagrams systematically. In general, it is highly desirable to develop methods for numerical
semi-analytic evaluation of such diagram functions, like Feynman integrals. The problem of study-
ing these integrals is a classic one, on which many papers have been written. However, some very
basic questions still remain unanswered. For example, even in the one-loop case the precise rep-
resentation of fundamental group of the base by a multi-valued function defined by a Feynman
integral is unknown [50]. There has been tremendous number of research works accomplished on
supersymmetric amplitudes on mass shell, with one of the landmark papers being Ref. [51]. How-
ever, it is known that not all amplitudes evaluate to polylogarithms, therefore the subject of elliptic
polylogarithms is being intensely studied [52]. On the mathematical side, the structures of flat
bundles defined by the Gauss-Manin connection are actively studied [53]. For generic values of
parameters, it is known that the Gamma-series are a known tool to construct convergent expansions
[54].

However, despite this great progress, these techniques have not been applied to the problem at
hand, namely on-shell amplitudes relevant to e−p or e−e scatterings. One of the difficulties stems
from the fact that these amplitudes need to be evaluated on the mass shell, and thus they are infrared
divergent. Also, one needs to have a systematic mapping of the space of kinematic invariants and
convergent expansions in a covering of this space by open cylinder domains. Besides, there is a
need for a new method to expand dimensionally regulated integrals away from singularties, as well
as obtain the asymptotic expansion near the singular locus. Our method is based on identification
of small parameters in the corresponding domain, and expanding the integrand into series that are
convergent on the chain of integration. The calculated results, namely amplitudes or cross sections,
can be represented as power series, for the coefficients of which recursive relations in mathematical
literature are available. Infrared regulators will be represented by off-shellness of lines and show
up as overall factors.

There is a plan to calculate the NLO and NNLO RC in e−p and Møller scattering processes be-
yond ultrarelativistic limit. These calculations will be based upon a new method (that will address
the aforementioned issues), which is under development [55]6. New results on e − e and e − p
NLO RC, which will be coming from such a new and independent method, shall be compared
with the corresponding results from [24], in order to make sure in robustness of the method before
proceeding to calculations of NNLO RC contributions to the cross sections of both processes. In
[24] such calculations have been performed for a very small scattering angle range of PRad, in
0.8◦ ≤ θ ≤ 3.8◦, which corresponds to the Q2 range of 2 · 10−4 GeV2 ≤ Q2 ≤ 2 · 10−2 GeV2.
For PRad-II the planned calculations will be carried out with the lowest Q2 at ∼ 10−5 GeV2 (cor-
responding to a scattering angle at ∼ 0.5◦) up to Q2 at 6 · 10−2 GeV2.

4.9 A Comprehensive Simulation
A comprehensive Monte Carlo simulation of the PRad setup was developed using the Geant4
toolkit [23]. This simulation takes into account realistic geometry of the experimental setup, and
detector resolutions. The simulation consists of two separate event generators built for the e−p and
e−e processes [24, 25]. Inelastic e−p scattering events were also included in the simulation using

6The current status of the method will be reported in CFNS Ad-Hoc workshop “Radiative Corrections", July 9-10
(2020) at Stony Brook University, NY.
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a fit [26] to the e− p inelastic world data. The simulation included signal digitization and photon
propagation which were critical for the precise reconstruction of the position and energy of each
event in the HyCal. For the PRad analysis, the comprehensive Monte Carlo simulation played

Figure 27: Comparison between reconstructed energy spectrum from the 2.2 GeV data (black)
and simulation (red) for: (a) the PbWO4 modules which cover scattering angles from 3.0◦ to 3.3◦,
corresponding to Q2 around 0.014 (GeV/c)2; (b) the Pb-glass modules which cover scattering
angles from 6.0◦ to 7.0◦, corresponding to Q2 around 0.059 (GeV/c)2 (largest Q2 for PRad). Blue
histograms show the inelastic e−p contribution from the simulation. The green dash lines indicate
the minimum elastic cut for selecting e−p event for the two different detector modules. Due to the
large difference in amplitudes, the elastic e − p peak (amplitude 2800 counts/MeV) is not shown
in (a), to display the ∆-resonance peak.

a critical role in the extraction of the next-to-leading order e − p elastic cross section from the
experimental yield. The simulation consists of two separate event generators built for the e−p and
e− e processes, and they include next-to-leading order contributions to the cross section (radiative
corrections), such as Bremsstrahlung, vacuum polarization, self-energy and vertex corrections. The
calculations of the e− p elastic and Møller radiative corrections are performed within a covariant
formalism, without the usual ultra relativistic approximation [24], where the mass of the electron is
neglected. The two generators also include contributions from two-photon exchange processes [45,
46, 47]. A second independent e − p elastic event generator [25] was used as a cross check. The
radiative corrections to the proton, which are typically neglected, were included in this generator.
The two e− p generators were found to be in excellent agreement.

Inelastic e − p scattering events were included in the simulation using an empirical fit [26]
to the e − p inelastic scattering world data. Inelastic e − p scattering contributes a background
to the e − p elastic spectrum which, when included in the simulation was able to reproduce the
measured elastic e − p spectrum as shown in Fig. 27. In the PbWO4 segment of the calorimeter,
there was a clear separation between the elastic and inelastic e − p events, and it was established
that the position and amplitude of the ∆-resonance peak in the simulation agreed with the data to
better than 0.5% and 10%, respectively. The ∆-resonance contribution was found to be negligible
(� 0.1%) for the PbWO4 segment of the HyCal, and no more than 0.2% and 2% for the Pb-glass
segment, at 1.1 GeV and 2.2 GeV, respectively. The generated scattering events were propagated
within the Geant4 simulation package, which included the detector geometry and materials of
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the PRad setup. This enabled a proper accounting of the external Bremsstrahlung of particles
passing through various materials along its path. The simulation included photon propagation and
digitization of the simulated events. These steps were critical for the precise reconstruction of the
position and energy of each event in the HyCal.

To simuate the proposed PRad-II experiment, the comprehensive simulation of the PRad exper-
iment was updated to include the second plane of GEM detectors and the scintillator detector. The
comprehensive simulation was used to generate mock data for the PRad-II experiment. The mock
data was then used with the PRad analysis package to extract the cross section and form factor
Gp
E(Q2). The robust rp extraction method developed for PRad (described in sec. 4.11.1) was use

to obtain rp from the mock data (shown in Fig. 32). The simulations was also used for estimating
the expected rates, the systematic uncertainties and the projected results of the PRad-II experiment
(see sec. 4.12). The simulation as also used to show that two layers of coordinate detectors will

Figure 28: The anglular resolution (left) over the angular range covered in the experiment and
Q2 resolution (right) as a function of Q2, at 0.7 GeV (red), 1.4 GeV (green) and 2.1 GeV (blue)
electron beam energy.

provide an angular resolution of 0.001 - 0.004 mrad for the smallest angle at the 0.7 - 2.1 GeV
beam energy and 0.004 - 0.04 mrad for the largest angle covered at these beam energies. The en-
ergy and angular resolutions were used to obtain the Q2 resolution shown in Fig. 28. The angular
resolution is used to determine the size of the Q2 bins used to extract the cross section and electric
form factor from the simulated yield.

4.10 Rates and beamtime request
The expected rates are calculated assuming the hydrogen gas-flow target used in the PRad exper-
iment, which achieved an areal density of 2 × 1018 H atoms/cm2. We propose to run the PRad-II
experiment with three different beam energy settings, 0.7 GeV, 1.4 GeV and 2.1 GeV. The pro-
jected scattering angle coverage is from 0.50◦ to 7.00◦ for all energy settings. All scattering angles
below 5.2◦ are expected to have a full azimuthal angular coverage so that the geometric acceptance
factor εgeom is nearly 1. Larger scattering angles are covered by the corners of HyCal and thus, only
part of the azimuthal angles are covered. In the worst case (6.0◦ to 7.0◦), the geometric acceptance
factor can drop down to about 0.15. For estimating the overall rate, the acceptance is still close
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to 1 as the e − p cross section falls roughly as 1/sin(θ/2)4. The detector efficiency εdet will be
dominated by the GEM efficiencies, which is about 93% for the PRad GEMs. For PRad-II, one
shall require two coincident hits on the two GEM planes for each scattered electron. This lead to
about 86% for e− p events and about 75% for e− e events.

The event rate can be estimated using:

N = Ne ·Ntgt ·∆σ · εgeom · εdet (2)

where Ne is the number of incident electron per second, Ntgt is the target areal density, ∆σ is the
integrated elastic cross section, for which we will use the Born level cross section for simplicity.
This leads to ∆σ of 6.940×10−27 cm2, 1.730×10−27 cm2 and 0.766×10−27 cm2 for the 0.7, 1.4
and 2.1 GeV beam energy setting, respectively, for the scattering angular ranges mentioned above.
The choice of beam current is based on the expected maximum data rate allowed by the new GEM
detector DAQ (25 kHz), the expected trigger rate for the calorimeter and maximum power allowed
on the Hall-B Faraday cup (160 W). The Faraday cup is essential for the background subtraction
using the empty target data. We plan to use a current of 20 nA (1.248×1011e−/s) at 0.7 GeV beam
energy and 70 nA (4.370×1011e−/s) current at both 1.4 and 2.1 GeV beam energies. The 70 nA
current limit is imposed by the maximum power allowed on the Hall-B Faraday cup. These lead to
event rates of

N = 1.248× 1011 · 2× 1018 · 6.940× 10−27 · 0.86

= 1490 e−/s

= 129M e−/day.

(3)

for the 0.7 GeV data taking,

N = 4.370× 1011 · 2× 1018 · 1.730× 10−27 · 0.86

= 1300 e−/s

= 112M e−/day.

(4)

for the 1.4 GeV data taking and

N = 4.370× 1011 · 2× 1018 · 0.766× 10−27 · 0.86

= 576 e−/s

= 50M e−/day.

(5)

for the 2.1 GeV data taking.
For the e − e scattering, if we require double-arm Møller detection, the scattering angular

coverage will be 0.5◦ to 9.5◦ for the 0.7 GeV (the electron at scattering angles larger than HyCal
acceptance will be detected by the proposed scintillating detector) and 0.5◦ to 4.8◦ for the 1.4 GeV
and 0.5◦ to 3.2◦ for the 2.1 GeV. In this case, the detector efficiency will be 0.75 as we requires
two hits on the two separated GEM planes for both scattered electrons.

N = 1.248× 1011 · 2× 1018 · 14.265× 10−27 · 0.75

= 2670 e−/s

= 230M e−/day.

(6)
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for the 0.7 GeV data taking,

N = 4.370× 1011 · 2× 1018 · 3.615× 10−27 · 0.75

= 2370 e−/s

= 205M e−/day.

(7)

for the 1.4 GeV data taking and

N = 4.370× 1011 · 2× 1018 · 1.606× 10−27 · 0.75

= 1053 e−/s

= 90M e−/day.

(8)

for the 2.1 GeV data taking.
We are requesting 4 days of beam time for 0.7 GeV, 5 days for 1.4 GeV and 15 days for

2.1 GeV production runs. For all energy settings, these will ensure that the statistical uncertainty
of the largest angular bin (6.0◦ to 7.0◦) to be about 0.3%, which is about 3 times smaller than
that for the PRad experiment. We are also requesting an additional 33% of beam time (8 days)
for various empty target measurements, for the purpose of the empty target subtraction and beam
background studies. The total requested beam time for various stage of the proposed experiment
is listed in Table. 3

Time [day]
Setup checkout, tests and calibration 7.0
Production at 0.7 GeV 4.0
Production at 1.4 GeV 5.0
Production at 2.1 GeV 15.0
Empty target runs 8.0
Energy change 1.0
Total 40.0

Table 3: The PRad-II beam time request

4.11 Robust extraction of the proton charge radius
4.11.1 Method and main results for PRad

There are various well-developed proton electric form factor, GE , models, such as [28, 56, 57,
58, 59, 60, 61, 62]. Most of them have been fitted with experimental data in high Q2 ranges.
Meanwhile, these models have different kinds of extrapolation in lower Q2 ranges, for example,
in the PRad Q2 range, which is from 2 · 10−4 to 2 · 10−2 (GeV/c)2. Such studies have been
accomplished in Ref. [31], which in particular gives a general framework with input form factor
functions and various fitting functions (fitters) for determining functional forms that allow for a
robust extraction of the input charge radius of the proton, Rp, for the PRad experiment.

The robustness of any suitable fitter when extracting the root-mean-square (RMS) charge radius
of the proton in a lower Q2 range can be tested by fitting pseudo-data generated in that range
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by different GE models [31]. In the fitting procedure, depending on a fitting function, different
bias and variance are obtained. The bias is calculated by taking the difference between the fitted
radius mean value and the input radius value from a model: bias ≡ ∆Rp[bias] = Rp[mean fit] −
Rp[input]. The variance is the fitting uncertainty (σ) represented by the RMS value of a fitting
result. To control the total uncertainty, the number of free parameters in a fitting function should
not be too large. Otherwise, the variance from the fitting will be very large. If the variance coming
out from a given fit is small and the bias is within this variance, then the corresponding fitter is
considered to be robust (the figures in this note show it quantitatively). To compare the goodness
between different robust fitters, the quantity called root-mean-square-error (RMSE) is used:

RMSE =
√

bias2 + σ2 . (9)

The smaller the RMSE value is, the better the corresponding fitter is. In this section, we concisely
show the method and main results from [31] on Rp’s robust extraction for PRad. In Sec. 4.11.2 we
present our new results for PRad-II but using the same method of PRad’s Rp extraction.

Generators: VariousGE generators (models) have been used in Ref. [31] for generating pseudo-
data in the PRad Q2 range: namely, Kelly-2004 [28], Arrington-2004 [56], Arrington-2007 [57],
Ye-2018 [58], Alarcon-2017 [59, 60, 61], Bernauer-2014 [62], as well as Dipole, Monopole, and
Gaussian [63].

Fluctuation adder and pseudo-data generation procedure: In the PRad experiment, there are
thirty three bins from 0.7◦ to 6.5◦ at 1.1 GeV beam energy, and thirty eight bins from 0.7◦ to
6.5◦ at 2.2 GeV. To mimic the bin-by-bin statistical fluctuations of the data, the GE pseudo-data
statistical uncertainty is smeared by adding GE (in each Q2 bin) with a random number following
the Gaussian distribution, N (µ, σ2

g), given by

N (µ, σ2
g) =

1√
2πσ2

g

e
− (GE−µ)

2

2σ2g , (10)

where µ = 0 and σg = δGE , and δGE comes from the statistical uncertainty of the PRad data.
In the case of the PRad-II experiment, δGE in each bin will be the half of δGE in the PRad data,
by assuming that the PRad-II statistics will have four times of that of PRad (discussed in the next
section). Let us also give some more details on the pseudo-data generation and fitting procedure:

(i) To add the statistical fluctuations to the final results, the seventy one (thirty three + thirty
eight) generated pseudo-data points are added by seventy one different random numbers
according to Eq. (10).

(ii) The set of pseudo-data are fitted by a specific fitter fE(Q2). In this procedure, the pseudo-
data points at 1.1 GeV and 2.2 GeV are combined and fitted by the fitter with two different
floating parameters corresponding to two different energy setups. The other fitting parame-
ters in the fitter are required to be the same for both energy setups.

(iii) The fitted radius is calculated from the fitted function in (ii), with

Rp[fit] =

(
−6

dfE(Q2)

dQ2

∣∣∣∣
Q2=0

)1/2

. (11)

37



(iv) The above steps are repeated for 10,000 times for obtaining 10,000 sets of GE pseudo-data
diluted by Eq. (10), and 10,000 Rp[fit] values are also calculated.

(v) Rp[mean fit] is the mean value of the 10,000 Rp[fit] results, and the variance is the RMS
value of this Rp[fit] distribution, which is also determined.

Fitters: One of the best fitters determined in Ref. [31], which robustly extracted Rp for PRad, is
the Rational (1,1), based on the multi-parameter rational-function, Rational (N,M) of Q2, given by

frational(Q
2) = p0GE(Q2) = p0

1 +
∑N

i=1 p
(a)
i Q2i

1 +
∑M

j=1 p
(b)
j Q

2j
, (12)

where p0 is a floating normalization parameter, and p(a)
i and p(b)

j are free fitting parameters. For
the Rational (1,1), the orders N and M are equal to one, and the input radius is calculated by

Rp =

√
6
(
p

(b)
1 − p

(a)
1

)
. Tho more robust fitters were found to be the 2nd-order continuous frac-

tion (CF) and 2nd-order polynomial expansion of z. The other fitter functions, used to fit the gen-
erated pseudo-data in [31], are the Dipole, Monopole, Gaussian, and multi-parameter polynomial
expansion of Q2. Although the 2nd-order CF exactly has the same functional form as the Rational
(1,1), in Fig. 29 we show the results from the three best fitters plus also the 2nd-order polynomial
expansion of Q2. One can see that the bias remain well within variance in the first, second and
fourth plots for all the nine models, as shown in Fig. 29. In particular, the Rational (1,1) controls
both the variance and RMSE at best. As a result, PRad used the Rational (1,1) to obtain the proton
radius [36].

Figure 29: The variance from the fitted PRad pseudo-data generated by nine GE models using
the Rational (1,1), 2nd-order CF, 2nd order polynomial expansion of Q2, and 2nd-order polynomial
expansion of z, for which the bias is smaller than the variance. This figure is from [31].
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Figure 30: Four variance-bias plots from fits with pseudo-data generated by the considered nine
proton GE models, made analogously to Fig. 29, but for the PRad-II statistics. In these plots, the
error bars are too small to be seen.

Figure 31: The RMSE for PRad-II obtained from all the fitters based upon the nine different proton
GE models under consideration.

4.11.2 Projections for PRad-II

Given the method and procedure for robustly extracting the proton radius, we can now look into
PRad-II, for which the statistical uncertainty for measuring Rp is planned to be ∼ 1/4 of that
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of PRad. In order to test whether the Rational (1,1) is still suitable for this case, the statistical
uncertainty of GE is taken to be the half of δGE in Eq. (10). By using the nine different proton
electric form factor models for generating 10,000 sets of GE pseudo-data, and then fitting them
with the different fitters, we obtain the results shown in Fig. 30. The other fitters mentioned in
Sec. 4.11.1 are also tested, but they are not as good as the ones shown here.

We notice that the fitters of the Rational (1,1) and 2nd-order polynomial expansion of z are still
robust with the statistics of PRad-II. However, the latter gives a larger variance compared to that
obtained from the Rational (1,1). By comparing the RMSE from Eq. (9) in Fig. (31), one can see
that overall the Rational (1,1) has the smallest RMSE values for all nine models.

4.11.3 Summary

As shown in Fig. 30, the Ye-2018 model gives a much larger bias compared to the other models.
The bias from fitting the Rational (1,1) with the pseudo-data generated by the Ye-2018 model is
0.476%. We can consider this number as an upper bound, which corresponds to a 3σ uncertainty.
Then 1σ of the bias will be 0.159% (0.0013 fm of the PRad-II projected uncertainty in the proton
radius). If we add 0.0013 fm quadratically to the total uncertainty, then its absolute increment by
considering this number will be 0.0001 fm, which is a very small number.

4.12 Estimated uncertainties and projected results
The major improvement for the PRad-II rp result comes from the proposed use of a second GEM
detector plane, which allows for more precise determination of the detector efficiency (see Fig. 22
in Sec. 4.6). This in turn will enable the use of integrated Møller method over the full angu-
lar range. This alone can already reduce the total systematic uncertainty by about a factor of 2,
if the GEM efficiency is determined to better than 0.1% precision. As discussed earlier in this
proposal, the integrated Møller method converts the Q2 dependent systematic uncertainties due
to Møller scattering events into normalization type uncertainties which do not contribute to the
systematic uncertainties of rp. Such systematic uncertainties include the Møller event selection,
Møller radiative correction, acceptance and beam energy related uncertainties. The contribution
from uncertainty in detector acceptance was determined by shifting the GEM detectors by ±2 mm
in the simulation, which resulted in a ∼ 0.0002 fm change in the extracted rp when using the inte-
grated Møller method. Similarly, the beam energy related uncertainty was determined by shifting
the 0.7 GeV electron beam energy by ±0.5 MeV (the measured uncertainty for the 1.1 GeV beam
during PRad) in the PRad-II simulation which had negligible impact on the extracted rp.

The reduction in the uncertainties due to event selection is a result of both the second GEM
detector and the HyCal upgrade, while the uncertainty due to HyCal detector response is reduced
because of the upgrade of HyCal to an all PbWO4 calorimeter as shown in Fig. 18 in Sec. 4.5. The
uncertainty from the beam-line background rejection is reduced because of the anticipated better
beam-line vacuum, the additional beam halo blocker and the improved vertex reconstruction and
tracking with the second GEM detector, as shown in Fig. 23 in Sec. 4.6. The proposal also includes
reduced uncertainty due to radiative corrections because of the new calculations that include the
next-to-next-leading order Feynman diagrams in the radiative correction (see Sec. 4.8). The pro-
jected result also assumes a factor of ∼ 19 increase of the total statistics compared to PRad. This
leads to > 4 times reduction of the statistical uncertainty of rp. The additional statistics will also
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Item PRad δrp [fm] PRad-II δrp [fm] Reason
Stat. uncertainty 0.0075 0.0017 more beam time
GEM efficiency 0.0042 0.0028 2nd GEM detector

Acceptance 0.0026 0.0002 2nd GEM detector
Beam energy related 0.0022 0.0002 2nd GEM detector

Event selection 0.0070 0.0034 2nd GEM + HyCal upgrade
HyCal response 0.0029 0.0014 HyCal upgrade

better vacuum
Beam background 0.0039 0.0016 2nd halo blocker

vertex res. (2nd GEM)
Radiative correction 0.0069 0.0004 improved calc.

Inelastic ep 0.0009 0.0009 -
Gp
M parameterization 0.0006 0.0006 -

Total syst. uncertainty 0.0115 0.0050
Total uncertainty 0.0137 0.0054

Table 4: The uncertainty table for rp from the PRad experiment, and the projected uncertainties for
PRad-II. Uncertainties are estimated using the Rational (1,1) function.

slightly improve the systematic uncertainties that are statistics dependent, such as the statistical
uncertainties in the detector efficiencies and calibrations. The total systematic uncertainty is about
a factor of 2.3 times smaller than that from the PRad and the total uncertainty is about 2.5 times
smaller. The projected uncertainties for PRad-II are shown in Table. 4.

Figure 32: (left) The Gp
E(Q2) obtained from the mock data generated by the comprehensive sim-

ulation at 0.7 (blue), 1.4 (red) and 2.1 GeV (green) beam energies, which is then fit to a rational
(1,1) functional form (dashed line) to extract the rp. (right) The same information shown in log
scale on the x-axis.

The comprehensive simulation of the PRad-II experiment was used to generate 10,000 mock
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data sets at the 3 proposed beam energies. The Gp
E(Q2) obtained from the mock data are shown in

Fig. 32. TheGp
E(Q2) was fit to a rational (1,1) functional form to extract the rp as shown in Fig. 32.

The rp extracted from the fits along with the statistical uncertainty is rp = 0.8314 ± 0.0017 fm.
The projected rp from the PRad-II experiment along with other measurements and the CODATA
values are shown in Fig. 33.

0.78 0.8 0.82 0.84 0.86 0.88 0.9 0.92
 [fm]

p
Proton charge radius r

CODATA-2014

CODATA-2014 (ep scatt.)

CODATA-2014 (H spect.)

H spect.)µAntognini 2013 (

H spect.)µPohl 2010 (

Beyer 2017 (H spect.)

Fleurbaey 2018 (H spect.)

Bernauer 2010 (ep scatt.)

CODATA-2018

Mihovilovic 2019
(ep scatt.)

Bezginov 2019 (H spect.)

PRad exp. (ep scatt.)
PRad-II proj.

Figure 33: The projected rp result from PRad-II, showing along with the PRad result and other
measurements.
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5 Summary
We propose an enhanced proton rms charge radius experiment, PRad-II, which will achieve a
factor of 2.5 lower uncertainty in the extracted radius compared to PRad. This improvement in
uncertainty will be achieved by:

• Collecting over an order of magnitude more statistics, reducing the statistical uncertainty by
a factor of 4. This is especially important for the highest Q2 region covered in the experiment
and for reducing the total systematic uncertainties.

• Adding a new GEM coordinate detector to incorporate tracking capability in the experiment.
This will enable using the reconstructed interaction vertex to significantly reduce the beam-
line background in the experiment. This is especially important for the smallest scattering
angles which is critical for reaching the lowest Q2 range of 10−5 GeV2 for the first time in
lepton scattering experiments.

• Upgrade of HyCal to an all PbWO4 calorimeter. This will significantly enhance the unifor-
mity of the detector package, a critical requirement for the precise and robust extraction of
the proton rms rcharge radius.

• Upgrade of the FASTBUS-based HyCal readout electronics to a flash-ADC-based system
speeding up the DAQ system by a factor of 7 and reducing the total beam time to achieve the
required statistics.

• Improvements to the beamline vacuum, and a second beam halo blocker upstream of the
tagger, to further suppress the beamline background. This is critical for a clean separation of
the ep and ee scattering events at the small scattering angles covered in the experiment.

• Improved radiative corrections for both ep and ee scattering which will significantly reduces
the uncertainty due to radiative corrections.

In addition to the factor of 2.5 reduction in the total uncertainties compared to PRad, we also
propose to enhance the range of Q2 covered in PRad-II. The proposed experiment will reach the
lowest Q2 range of 10−5 GeV2 accessed by any lepton scattering experiment and at the same time
cover up to Q2 of 6×10−2 GeV2 in a single fixed experimental setup. The lowest Q2 range and
hence the lowest scattering angles (0.5 - 0.7 deg.) will be covered with the help of a new cross-
shaped scintillator detector with a square hole in the center, placed 25 cm downstream of the target.
The projected∼0.54% total uncertainty and the enhanced Q2 coverage of PRad-II will allow us to:

• Access the lowest Q2 range reached in lepton scattering experiments, thereby enhancing
the robustness of the extracted charge radius and help establish a new precision frontier in
electron scattering.

• Address the difference between the results from PRad and all modern electron scattering
experiments, in particular Mainz 2010 − the most precise electron scattering measurement
to date.

• As the most precise lepton scattering experiment, PRad-II will examine possible systematic
differences between the e− p and µH results.
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