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Abstract and Summary of our goals

The present proposal is an update of PR12-18-005 (2018, PAC46) and C12-18-005 (2020, PAC48)
where we received a conditional approval (C2). The experiment will take place at JLab Hall C
and will use a real photon beam, provided by the Compton Photon Source (CPS), and the Neutral
Particle Spectrometer (NPS), in a dedicated configuration.

We want to measure the transversely polarized target spin asymmetries of Timelike Comp-
ton Scattering (TCS process) + Bethe-Heitler (BH process, interfering with TCS) in the photo-
production of an electron pair reaction, γP⊥ → e+e−P . In the TCS process, at the kinematics
we are proposing, the incoming photon interacts with a quark of the (polarized) proton, and a
high virtuality (greater than 2 GeV2) photon is emitted. This photon provides us with the hard
scale needed to be sensitive to the partonic structure of the proton. The TCS process can be seen
as the timelike equivalent of the (spacelike) Deeply Virtual Compton Scattering (DVCS) process,
where a virtual photon is scattered off a quark and a real photon is emitted. Implications will be
discussed in our physics motivation.

The high virtuality photon emitted during the TCS process decays into an e+e− pair, while in
the case of the interfering BH process, the final lepton pairs comes from the splitting of the incom-
ing photon in the target’s electromagnetic field. The lepton’s azimuthal distribution dependence
of the target spin asymmetry comes from the interference between BH and TCS. Therefore, we can
extract from our measurements several Compton Form Factors (CFFs) and ultimately the so-called
Generalized Parton Distributions (GPDs). Indeed, the TCS amplitude depends on CFFs, which
themselves depend on GPDs.

We demonstrated our sensitivity to the GPDs H, H̃ and in particular the still poorly constrained
GPD E. The later is very important as it contains information about the angular momentum of the
quarks and can also lead to interpretations such as how the spin distributes among the partonic
constituents of the proton. Furthermore, we aim at complementing data sets from which GPDs can
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be extracted. Currently, most of the observables are coming from DVCS measurements. Our ex-
periment will bring 2 new independent observables (the "in-plane" and "perpendicular" transverse
spin asymmetries), that have never been measured at JLab for the equivalent DVCS process, and
are therefore independent functions to constrain the GPD models and fits in a a multi-observable
multi-parameters approach of extracting CFFs and GPDs, as we are describing in this document.

Furthermore, it is essential to start building a data set of pure TCS measurements (excluding
DVCS), to study GPD universality from their extraction solely out TCS observables in comparison
to extractions solely out of DVCS observables, in order to confirm or infirm our assumption that
leading twist and leading order GPDs are universal. Should we find differences between GPDs
that are extracted out of DVCS or out of TCS, measurements such as ours will be essential for un-
derstanding the higher twist and higher order effects, which are different in the timelike TCS and
the spacelike DVCS processes.

The experiment will take place at JLab Hall C and will use a real photon beam, electromagnetic
calorimeters and a recoil proton detector. We will also use a solid NH3 target where protons are
transversely polarized. Our primary goal is to measure transversely polarized target spin asym-
metries of TCS+BH over a range in photon’s energy from 5.5 to 11 GeV and in proton’s momentum
transfer of up to -t=1 GeV2.

Keywords Generalized Parton Distributions, Compton Form Factors, Timelike Compton Scatter-
ing, Neutral Particle Spectrometer, Compact Photon Source, Hall C.

Related experiments at Jefferson Laboratory PR-12-18-005 and C12-18-005 (prior version of this
proposal)

Related experiments at Jefferson Laboratory for complementary measurements Beam spin
asymmetry of TCS+BH: E12-12-006A [1] unpolarized TCS with SoLID (approved), E12-12-001 [2]
unpolarized TCS with CLAS12,
Transverse target asymmetry for DVCS+BH: PR-12-12-010 (C1) [3] transversely polarized DVCS
with CLAS12.
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1 Foreword: summary of PAC48 concerns and our responses

For convenience, we reproduce the main questions from PAC48 (PAC and TAC reports) and our
responses in this frontpage. Detailed work to address these questions is available in the main
document.

1.1 Motivations

PAC48 report: Some of the goals of the experiment (e.g., testing universality of GPDs) are overstated as
they require many complementary experiments involving DVCS and TCS over a wide range of kinematics.
To better understand the impact and complementarity of TCS measurements with respect to DVCS mea-
surements, one should extract the CFFs from DVCS and TCS pseudo-data corresponding to the precision of
the planned experiments. The presented impact study is very difficult to interpret, as the uncertainties do
not represent the existing and planned data.

Our response We agree with this statement and rewrote our physics case in order to better
emphasize the importance of our experiment in accessing GPD E from TCS+BH data, and solely
complement other DVCS and TCS experiments for the purpose of studying GPD’s universality.
We made clear what are the limitation of our experiment, and studied different scenarios in terms
of kinematics, uncertainties, where it would be made more difficult to access the GPDs out of
TCS than DVCS. Part of our projections were made at the precision of planned experiment. We
still conclude that our physics goals are achievable. We weren’t able to include world data for
TCS+BH, since none exist at this time, and we decided to not include DVCS+BH for consistency in
the error analysis, and also because precision mesurements at our kinematics for that reaction are
forthcoming. We clarified our conclusions in the physics case and in the conclusion of the proposal.

A cross check has been recently provided by a student for the interpretation of the extracted
CFFs, running an independent analysis, but using the same model and fitting code. There is no
existing study that can directly be compared to our fitting method, therefore we decided to simply
stay consistent for what we are doing for DVCS+BH and TCS+BH. We presented this work several
times in conferences but haven’t published it yet (besides PHD and public notes), but will provide
more details to the committee members if requested. A publication is to expect for later this year,
but unlikely by the time of the PAC presentations.

PAC48 report: . . . if differences between the GPDs from DVCS and TCS are observed, should these be
interpreted as violations of universality, or presence of higher twists, or effects beyond the leading order in
the strong coupling?

Our response This is an excellent question, as it is actually one of the goal of our experiment,
of course in complement with other experiments for TCS+BH and DVCS+BH and enhanced pre-
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cision measurements. Recent JLab publications on DVCS+BH emphasized the possibility of non-
negligible and visible higher twist effects in their measurements. However, we are not sure, nor
is any of our collaborator, of such interpretation since no measurement exist for the moment in
the timelike equivalent channel, which is TCS+BH. Besides our past phenomenology work, with a
partial implementation of twist 3 and 4 corrections in TCS+BH amplitudes (target mass and gauge
invariance add-hoc corrections), we are not aware of any other published work on higher twist in
TCS. Several groups worked on NLO corrections and found potential non-negligible contribution,
though more important at slightly lower ξ than our experiment. It is very difficult to make the dis-
tinction between what is a potential higher twist effect, NLO contribution, potential universality
violation, etc, in particular since nobody has yet calculated TCS+BH at full twist 4.

To bring a partial answer to this question, we performed fits of CFFs out of DVCS+BH and out
of TCS+BH with our partial higher twist contributions, from a leading twist model, from a higher
twist model, and with partial corrections only. We found interesting results showing that effects
are more important in the real part of the amplitude, and are more correlated to the value of ξ
than t. This is one of our motivation in our choice of binning in ξ (and thus forces us to integrate
over Q′2 and not include evolution effects), as we woudln’t be able to observe any higher twist
effect with a wider binning. We therefore decided to increase the numbers of bins in ξ to as much
as we could, at the cost of a lower statistics in each bin, for this sensitivity to higher twist effects.
Interestingly, the effects we implemented will drive CFFs extracted out of TCS and out of DVCS
in different direction, at a different level for various kinematics. In a more realistic uncertainty
scenario, we found that the study of the "shapes" of the extracted CFFs (if we are doing systematic
extractions with various input parameters and conditions), will already bring a partial answer to
whether higher twist effects are important in DVCS and in TCS. We haven’t published these stud-
ies yet, but can provide figures if requested by the committee.

Regarding demonstrating the universality of the GPDs, our measurement will contribute by
bringing 2 independent observables in data sets (which have zero for now for TCS+BH, and are
quite limited for DVCS+BH). A lot more TCS+BH measurements will be necessary, as well as a lot
more of theoretical work, in order to provide a clear distinction to what is higher twist, NLO, uni-
versality violiation... However, our measurement will be a first and non-negligible contribution to
this question.

PAC48 report:Is the attainable physics sensitive to the 11 GeV beam energy (e.g. if it is slightly less
does this change anything)

Our response If the energy is slightly lower, it doesn’t change anything. Recent GlueX mea-
surements are showing that we can go as low as ∼ 8.5 GeV in beam energy and still be able to
measure TCS. Since our asymmetry is purely related to the target spin, and not to the photon
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beam, the different beam dilution factor is not affecting us (double spin asymmetries will be mea-
sured, but we are not emphasizing them in this proposal). The acceptance will still be correct. We
however expect to run our experiment at no less than 9 GeV in terms of beam energy, to maximize
our acceptance and phase space in the kinematic range of interest, i.e. high Q′2.

1.2 Analysis

PAC48 report: The proposal does not give enough details about what the signal to background ratio is, and
which cuts are most effective to suppress it. A detailed discussion about the magnitude of the background
would also be very helpful to understand the performance of the experiment, most importantly how the
Monte Carlo simulation has been validated, so as to be sure that the absolute background level is reasonable.

Our response We updated our analysis method and our background rates as well as our pro-
jections in the present document. We decided to use a standard analysis method as we did in
our 2018 (PAC 46) version of these studies rather than the most recently submitted (2020, PAC 48)
studies involving machine learning and models fitted out of data from other experiments.

In the presented studies (see "Projections" section), we estimate our physics background rate
to mostly be coming from pion pair production continuum, exclusive events only, and be of the
order of 20%. This estimation is based on fits of published GlueX data, and extrapolations to our
kinematics. This source of background is the most difficult to cut from the analysis and is barely
affected by our exclusivity cuts. It is however drastically suppressed (10−4) thanks to our calorime-
ter resolution, and the different signal left by lepton and hadrons in the calorimeter.

We found all other sources of physics background, such as semi-inclusive events, associated
production, proton resonances, etc, to be drastically suppressed by the fact of requesting the mea-
surement of the proton track ("acceptance"), and the exclusivity cuts.

Overall, we rely on the results published by the GlueX collaboration in similar studies at sim-
ilar Q′2 values, despite a different acceptance and slightly different kinematics, to demonstrate
that the level of background in our experiment is low enough to extract the physics signal. Our
resolution and statistics is higher than what achieved in GlueX, also comparing their level to our
projected background represent a "worse case scenario" for our experiment, and is still sustainable.

PAC48 report: In order to achieve optimal rejection, separate particle momentum determination as well
as cluster pattern recognition will be use. Advances in artificial neural networks have made significant
progress with signal classification in this regard [72].” This is the plan to attain optimal rejection, but is it
required? Will it be prepared at some level before the experiment and fine-tuned with data?
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Our response It is not required an therefore, we decided to not include them in the present
proposal, and go back with a more standard analysis method as in our first submission in 2018.
For consistency, we left the machine learning studies that were presented in 2020 in our Appendix.
These studies may be finalized and improved once we have data, but until then, we decided to
keep working with standard methods that demonstrated their ability to extract experimental re-
sults in multiple experiments.

PAC48 report: Figure 25, page 38: How can the blue line for ρ0 be above the black (total) line at the
right?

Our response It is part of the simulations that were done by a different collaborator and are
not part of the present proposal. These results were published by another collaboration and be-
lieved to come from interference, and possibly from model bias in analysis. The final results of
background studies and systematics were however consistent between the 2 collaborators who
developed independently and with drastically different methods the analysis presented in 2020.

The present proposal uses the same method and similar studies, with improvement, for the
background, as we presented in 2018. This is what we refer as "standard analysis method". Our
background projections are based on and consistent with Hall D published results. These back-
ground studies and analysis have been done by the same person as in 2018, using different ver-
sions (rewritten several times) for the analysis code and the event generator, which always pro-
vided consistent results. They have also been cross-checked by several students in 2021, who used
the same generator, but their own analysis codes.

1.3 Setup

PAC48 report: The radiation load of the calorimeter is quoted to be 100 krad, which is 33 times the radiation
hardness of the crystals: it needs to be shown how the radiation damage between recovery periods influences
the energy calibration stability for the signal.

Our response Predicted from our simulations per month accumulated doses in the PbWO4

crystals are shown in Fig.1. The maximum dose rate of ∼200 krad/month is expected in crystals
close to the beam pipe. This can be compared to a 432 krad dose accumulation in the crystals from
radiation with electrons, at which reduction in longitudinal transparency of about 10 – 20% was
observed ([83], fig.20).
Therefore, we do not expect significant deterioration of performance of the calorimeters due to
radiation damage, and we do not plan to cure crystals in the course of data taking. We will follow
changes in the gains of modules due to radiation by means of gain monitoring system.
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Figure 1: Radiation dose rates in the calorimeters’ PWO crystals as predicted by Geant4 simulation. CPS
photon beam from 2.7 µA e− beam impinging on a 10% radiator is modeled. The bremsstrahlung spectrum
is integrated from 1 MeV to 11 GeV end point. The simulation includes JLab-UVA target and the TCS
detector setups. The numbers are average doses over 5×5 crystal matrix.

PAC48 report: Good proton identification through the dE/dx measurement can only be achieved up to a
momentum of 0.5 GeV: it should be shown how this impacts the measurement.

Our response From simulations, kinetic energy of recoil protons within range from 90 MeV to
450 MeV can be reconstructed from deposited in the hodoscopes and calorimeters energies. The
protons can be identified by means of signal amplitudes from hodoscopes and calorimeters, and
times of flights (TOF) relative to the detected e+ and e−.
The energy deposition of recoil proton in the hodoscopes is driven by stopping power dE/dx,
which at low energies falls as 1/βα, with α ∼ 1.5 − 1.7 [99]. A convenient quantity to use for
selection is product EHODO × (EHODO + ECALO), where EHODO and ECALO are deposited in the
hodoscope and calorimeter energies. For a hodoscope of 5 cm thick plastic scintillator before the
calorimeter, protons with the product within range from 2800 MeV 2 to 4200 MeV 2 can be recon-
structed to acceptable accuracy.
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The TOF will be used to reject background pions. The highly relativistic e+ and e− of interest have
at least 2.5 GeV energy, and will arrive at the calorimeters in 5.3 ns. The timing resolution in the
calorimeters would be 225 ns or better [101]. The protons will arrive at the hodoscopes within
range from 6.8 ns (450 MeV) to 12.2 ns (90 MeV). With timing resolution in plastic scintillators
∼100 ns [99], the relative TOF can be measured to acceptable accuracy.
For the pions arriving within the same time window, with velocities β within range from 0.410
to 0.737, the kinetic energy will be within 70 - 80 MeV range, which is below the required mini-
mum energy of 90 MeV. They can be rejected by cutting on the sum of deposited energies in the
hodoscope and calorimeter.

PAC48 report: A full GEANT simulation of the electromagnetic calorimeter response for e/π simulation
should be provided.

The Geant4 code, with full simulation of the calorimeter has been developed and used for
development of the proposal. It includes CPS bremsstrahlung beam, target assembly, and the de-
tector package. The response of calorimeter includes optical photon generation, tracking and PMT
response in number of photoelectrons.

PAC48 report: . . . Does this mean that the GEMs will be integrated with the trigger? The overall trig-
ger design is not clearly described.

Our response The trigger will be based on coincident high amplitude signals from e+ and e− in
the calorimeters. A pair of clusters of energy depositions greater than 2.5 GeV in opposite quarters
of calorimeters is requested. In addition, sum of the energies is requested to be greater than 6 GeV.
Clusters with seeds within high background rate region close to the beam pipe (within 8◦ polar
angle) are excluded. Based on simulations, the efficiency of such a trigger would be ∼72%, and
accidental coincidence rate for a 50 ns time window ∼60 kHz.
Inclusion of GEM-s will allow for a cleaner trigger. We are considering this option for the future,
but as exploratory, and haven’t based our present projection on this possibility.

PAC48 report: A more detailed description of the following critical experimental details is missing: the
timing resolutions of all components, the timing requirement to suppress background, and how the GEMs
are used in the trigger.

Our response The timing characteristics of the detectors are important for DAQ electronics and
trigger logic. The timing resolution of GEM based trackers depends on the used gas mixture and
drift field and is on the order of several ns typically [86]. The timing resolution in plastic scintilla-
tors (to be used in the hodoscopes) can reach ∼100 ps [99].
The pulse shapes from the PWO calorimeters depend on the used photon detector and DAQ elec-
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tronics. The timing resolution of EM showers is energy dependent. It was measured 330 ps and
140 ps at 1 GeV and 9 GeV respectively for the PMT and electronics configuration similar to the
NPS [100].
Beam background conditions pose limits on the time window for trigger formation. For trigger
logic based on calorimeter signals from e+ and e- alone, with high limits on e+ and e- signals of 2.5
GeV, and 6 GeV on the sum signal, a 50 ns time widow ensures 60 kHz accidental trigger signal
rate, which is acceptable for running DAQ electronics.

PAC48 report: “It should be noted that resolution of electromagnetic calorimeters critically depends on
the calibration procedure. With this respect, we count on taking separate calibration runs with tagged pho-
ton beam in HallD. Alternatively, we can calibrate with electrons in elastic kinematics, by detecting recoil
protons in a magnetic spectrometer. It can be done readily with HMS/SHMS spectrometers in Hall C.”
1. Does this imply that the calorimeters will be placed in Hall D temporarily and then moved into Hall C?
A calibration transferred between halls is probably only good to a few percent. 2. What temperatures will
the crystals be run at? 3. Will there be any initial plans using cosmics, etc? 4. If we are going to calibrate
the calorimeters with the spectrometers, is this separate from the beam time request? 5. The inclusion of an
LED gain monitoring system could also be of help for this detector.

Our response
1. Calibration with Hall D tagged photons may be a good 1-st approximation. Precision may

be achieved by other means after installation in Hall C.
2. At 18 °C, as NPS.
3. Similar to NPS, the calorimeters will be equipped with top and bottom scintillator paddles

for triggering from cosmic rays. Thus initial gain matching of the calorimeter channels may be
done by cosmic rays. The absolute calibration we intend to do by detecting scattered electrons
from hydrogen target in elastic kinematics. HMS or SHMS spectrometers in Hall C can be used
for detecting recoil proton in coincidence. Per channel gain variations will be tracked by Gain
Monitoring System. As scintillation yield in PWO crystals is temperature dependent, with rate of
2%/◦C, the calorimeter will be stabilized at 18◦C as in the NPS.

4. We are not considering to make an independent beam request for calibration.
5. We are considering this option and intend to use it, as other NPS experiments.

PAC48 report: 1. How will the gains be monitored for the PbWO4 crystals throughout running? There
are known radiation effects that are observed in PbWO4. 2. Is there a plan to monitor and restore the crystals
during the run period?

Our response
1. We intend to use Gain Monitoring System, as NPS.
2. We found that the crystals will not need to be restored during the run period, as the inte-
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grated radiation dose stay low enough over our running period, even for the more exposed blocks
and the performance is not affected.
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2 Introduction

This proposal aims at measuring Timelike Compton Scattering (TCS) off a transversely polarized
target in the exclusive γP → e+e−P ′ reaction, where TCS is interfering with a Bethe-Heitler like
process (BH). TCS corresponds to the scattering of a real photon off a quark of a nucleon, followed
by the emission of a high virtuality photon (with virtuality Q’2=+q’2 � 1 GeV2). The virtual pho-
ton decays into a lepton pair (Fig. 2, left panel). BH corresponds to the splitting of a real photon
into a lepton pair in the nucleon electromagnetic field, with a high virtuality photon being ex-
changed (Fig. 2, right panel). TCS is sensitive to Generalized Parton Distributions (GPDs) [4, 5],
containing information on the longitudinal momentum fraction x carried by the quark in the nu-
cleon versus its transverse spatial distribution. At leading order and leading twist, for quarks,
there are two non-spin flip chiral-even GPDs (H, E) and two spin-flip chiral-even GPDs (H̃ , Ẽ),
with GPDs E and Ẽ sensitive to the nucleon polarization. We neglect the contribution from gluon
GPDs at our kinematics. Fig. 2, we indicate the kinematic variables that GPDs depend on, besides
the photon’s virtuality: x, ξ (skewness variable) is proportional to the longitudinal momentum
transfer to the quark, and t is the squared 4-momentum transfer to the nucleon, i.e. t = (p − p′)2,
where p and p′ are the 4-momenta of the incoming and outgoing nucleon, respectively. We refer to
the reviews [6, 7, 8, 9, 10] for details about GPD formalism and phenomenology.

As discussed in [11, 12, 13], for TCS+BH, we can measure several spin dependent observables
(from polarized beam and/or target) that are more or less sensitive specific GPDs. In particular,
transverse target spin asymmetries enhance the sensitivity to GPD E, which is poorly constrain
in current GPD models. It is particularly important for the understanding of the nucleon spin
content, and it is sensitive to the angular orbital momentum. The interpretation of the GPD E is
that it describes the quark motion in a transversely polarized proton. Its measurement is a key for
testing the nucleon momentum sum rule (Ji sum rule [4, 14]):

Jq(t = 0) =
1

2

∫
dx x [Hq(x, ξ, t = 0) + Eq(x, ξ, t = 0)] =

1

2
∆Σ + Lq (∀ξ), (1)

where Lq is the quark angular momentum and ∆Σ is the fraction of the nucleon spin carried by
the quarks (∆Σ ' 0.3).

Our main goal is to measure transverse target spin asymmetries of TCS+BH and extract GPD
E from fits of our experimental results and simultaneous fits of our data and data from other TCS
experiments (unpolarized cross section and/or beam spin asymmetries). We will also opportunis-
tically measure unpolarized and beam polarized cross sections (circularly polarized photon) off
the ammonia target, but these observables will be affected by the target dilution factor compared
to measurements that can be done on a LH2 target and are only opportunistic complementary
measurements for our goals.
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A secondary goal of our experiment is to complement studies on GPD’s universality by pro-
viding 2 independent constraints (2 orthogonal target spin asymmetries) in TCS+BH fits of data
sets containing several spin-dependent observables. Indeed, one of the best way to determine if
GPD are universal is to compare GPD results from extraction out of TCS and its spacelike equiva-
lent reaction, Deeply Virtual Compton Scattering (DVCS, eP → e′P ′γ). GPDs enter in DVCS and
TCS amplitudes through complex functions called Compton Form Factors (CFFs) (in the following
we note =H , <H the CFFs depending on GPD H, with equivalent notations for other CFFs and
GPDs). DVCS and TCS CFFs are complex conjugate at leading order, leading twist [8]. It provides
us a unique opportunity to compare GPDs extracted at the same kinematic points from two of the
cleanest processes (the only soft part is the one parametrized by the GPDs). The leading GPD H
is the one to be compared in these studies, and it is possible to only perform such comparison out
of fits of unpolarized cross sections of DVCS+BH and TCS+BH. However, given that all GPDs are
correlated, the interpretation of potential deviations as well as the reduction of correlation system-
atic uncertainties on GPDs will greatly benefit from measurements such as our. Indeed, the more
independent observables we have in the data set used for the fits, the better we can constrain GPD
H and reduce its uncertainty. Since our experiment covers a phase space accessible from other
DVCS measurement at JLab, our data will be used as complement in such studies. Demonstrat-
ing the assumed universality of GPDs would be a milestone, however, observing deviations to
their values could lead to even more information in term of the understanding of higher twist and
higher order effects, which are neglected in this approach [15].

N' (p')N (p)

γ∗(q)γ (q')

e  (k)

e  (k')

hard

soft
x+ ξ x- ξ

t

-

+

N’ (p’)N (p)

γ (q)

∗γ (q’)

(k’)+e

(k)-e

Figure 2: Left: TCS leading order and leading twist handbag diagram. The dashed line indicates
the factorization between the hard QED calculable part, and the soft part, which is parametrized by
GPDs. Right: Bethe-Heitler process interfering with TCS, leading order and leading twist diagram.
Cross diagrams are not represented.

There is no other experiment accessing TCS+BH transverse target spin asymmetries. The first
TCS experiment at JLab [2], using the Hall B CLAS12 spectrometer has recently published their
results [16], demonstrating evidence of a non-negligible Compton signal at JLab kinematics in the
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measurement of TCS+BH beam spin asymmetries. The significantly lower luminosity of CLAS12
compared to our experiment and the fact that most of their statistics is in a lower photon virtuality
region that we exclude from our analysis, makes these results unusable in our global fit analysis
and for our purpose to constrain the GPD E. However, it motivates further studies of TCS+BH at
JLab, both for a precision measurements of the beam spin asymmetry, but also for the unpolarized
and polarized cross sections, and for other asymmetries such as target spin asymmetries. The JLab
Hall A SoLID TCS experiment [1] (E12-12-006A) which will run in parallel to the J/Ψ experiment,
also from an electron beam, will provide beam spin asymmetries and a potential measurement
of the absolute unpolarized cross section in a kinematic range comparable with our data, and at
a luminosity providing enough statistics to be used in our global fit approach. Compared to the
CLAS12 experiment, it will benefit from a higher beam intensity, compensating for a narrower ac-
ceptance, allowing for accessing higher virtuality region and bining Q’2, with an estimated higher
statistics by a factor ∼10. It will be possible to use the results from the SoLID experiment to com-
plement our data set for CFF fits and for extracting the GPD E, as shown in this document.

DVCS has been studied over many years at Jefferson Laboratory and results from experiments
have constraint GPD models in the high x region. Numerous experiments at JLab at 12 GeV aim-
ing at measuring DVCS+BH observables have started taking data or have been approved to run in
near the future. They will access GPDs in the same kinematic region as our TCS experiment and
allow us for the universality studies as proposed above. The experiment E12-13-010 [18] will be
conducted in Hall C, using the NPS calorimeter as for our proposed experiment. It aims at mea-
suring DVCS+BH unpolarized and beam polarized cross sections. Experiments using the Hall B
CLAS12 spectrometer include measurements of unpolarized and beam polarized DVCS+BH cross
sections off unpolarized proton (E12-06-119, E12-16-010B) [19] and unpolarized neutron (E12-11-
003, E12-06-113A) [20]. In addition, the CLAS12 experiment E12-06-109A [21] is measuring DVCS
off a longitudinally polarized neutron, and will bring contraints on =E of the neutron. A con-
ditionally approved experiment (E-12-12-010) [3] with CLAS12 proposes to measure DVCS off a
transversely polarized target (HDice), with goals similar to our TCS experiment. Compared to this
DVCS experiment, we are proposing an alternative reaction for accessing GPD E with increased
statistical significance. Results from all these experiments allow for extracting GPDs, with partic-
ular sensitivities to some of them, depending on the beam and target polarizations (beyond the
leading GPD H). In particular, the CFFs =H , <H and =H̃ will be extracted. Worldwide, DVCS
experiments conducted at CERN and at HERA probed GPDs in a lower ξ region compared to
the kinematics accessible at JLab-12 GeV experiments, while pre-upgrade experiments at JLab ac-
cessed GPDs in a higher ξ region. We refer to article from the different experimental collabora-
tions: ZEUS [22, 23], H1 [24, 25, 26], HERMES [27, 28, 29, 30, 31, 32, 33, 34, 35], COMPASS [36],
JLab Hall A [37, 38, 39, 40], JLab Hall B [41, 42, 43, 44].

Overall, the experiment we are proposing is unique (TCS off a transversely polarized proton)
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and will provide for the first time an access to the GPD E of the proton in the JLab kinematic
region through the extraction of the Compton Form Factor =E. At some kinematics, we will also
be able to extract the CFF =H̃ and bring constraints to the GPD H̃ , in addition to a significant
improvement in the uncertainties on the GPD H extracted solely out of TCS beam spin asymmetry
measurements. Indeed, the two independent target spin asymmetries we aim at measuring, added
to GPDs data set will drastically reduce the uncertainty on the leading GPD, H ( 10 times better),
in comparison to what we could obtain from only using the unpolarized and beam polarized cross
sections. The major impact of the measurements, in order of importance will be:

1. Extraction of the CFF =E and parametrization of GPD E. This result will allow for under-
standing the partition of the nucleon angular momentum among the quarks.

2. Contribution with 2 independent variable to a new (not existing yet) standalone database of
TCS+BH measurement in order to fit CFFs from this reaction independently.

3. Simultaneous fits of CFFs with DVCS and TCS to constrain all CFFs (twist 2) at the same
time thanks to new independent observables from TCS, provided the GPD universality is
established.

4. Thanks to its contribution to a TCS+BH database for CFFs fits (item 2), reduction of system-
atic uncertainties and understanding of the correlation errors on GPD extraction, in order
to achieve the required precision for a possible demonstration or proof of violation of GPDs
universality by comparative measurement of CFFs extracted from TCS (timelike) and DVCS
(spacelike).

The proposed experimental setup consists of a high intensity photon source, a transversely
polarized proton target, GEM and NPS detectors and scintillators to measure the decay lepton
pair and the recoil proton from the BH+TCS reaction in coincidence, and provide constraints on
the trigger. Some of the group members of the proposal are deeply involved in the design and
construction of the components of the setup which are already under development. Other mem-
bers are ready to take responsibility for development of new components. The Compact Photon
Source [45, 46] is being developed by joint efforts of the CPS collaboration and JLab. The NPS col-
laboration will take responsibility for the development and the construction of the electromagnetic
calorimeters for the lepton detection [47]. The UVa and JLab polarized target groups [48, 49] will
provide the transversely polarized ammonia NH3 target [50, 51, 52], also in collaboration with the
UNH group. The Virginia Tech group will be responsible to develop and build the proton detector
part of the setup, in collaboration with the UVA, JLab, ODU and ASNL groups, together with the
NPS collaboration.
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3 Physics case

3.1 Observables

We refer to [11] and Appendix A for more details about the formalism and notations used in this
proposal. Fig. 3 is displaying the particles involved in the reaction and the notations for their 4-
vectors. TCS+BH unpolarized and beam polarized cross sections depend on 5 variables, which we
choose to be the momentum transfer squared t (t = (p − p′)2), the outgoing photon virtuality Q′2

(Q′2 = +q′2), the photon beam energy Eγ , or alternatively the skewness variable ξ (ξ = Q′2

2s−Q′2 ,
with s = (p + q)2) and the polar and azimuthal angles (θ, φ) as represented Fig. 3. If the target
is transversely polarized and the beam is along the z-axis, there is an additional dependence in
φS , illustrated by red arrows on Fig. 3 around the proton vector, and corresponding to the angle
between the reaction plane and the target spin. The GPDs depend on x, ξ and t, and the CFFs only
on ξ and t (we are neglecting Q′2 evolution). All our projections are using GPD parametrization
from VGG model [53, 54, 7, 55] for the 4 chiral-even quark GPDs H, E, H̃ , Ẽ.
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Figure 3: Scheme of the TCS reaction in the nucleon-photon center of mass frame (left panel)
and in the virtual photon rest frame (right panel). The momentum of incoming and outgoing
nucleon, real and virtual photon, electron and positron are indicated by letters p, p′, q, q′, k and
k′, respectively. Left panel: we indicated the angle φCM between the lepton decay plane and the
reaction plane. We also indicated by red arrows the possible orientations of the incoming photon
spin (Ψ) and the target spin (φS , θS). Right panel: φCM angle is conserved in the boost from γN to
γ∗ C.M. frames. θCM is the angle between the lepton direction and the boost axis, defined by the
γ∗ direction in the γN C.M. frame.

To refer to spin asymmetries, we use the notation APP ′ , with the first index referring to the
polarization type of the beam (U for an unpolarized beam, P = � and for a circularly polarized
beam) and the second one to the target (U (unpolarized), x (φS = 0◦), y (φS = 90◦), or T for any
generic value of φS). Similarly, we use the notation σPP ′ for polarized cross sections and ∆σPP ′

19



for polarized cross section differences. We define transverse spin asymmetries as

AUi =
σ+ − σ−

σ+ + σ−
, (2)

where σ± stands for the 4-fold differential cross sections dσ
dQ′2 dt dφ d(cosθ) for the two target spin

orientations + and − along the axis i = x, y or any other φS direction with θS = 90◦.
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Figure 4: The AUx (left panel) and AUy (right panel) asymmetries as a function of φ for ξ = 0.2,
Q′2 = 7 GeV2, −t = 0.4 GeV2 and for θ integrated over [π4 ,

3π
4 ]. TCS is calculated with different

GPD parametrizations. From [11].

We show Fig. 4 the φ dependence of transverse target spin asymmetries with the target spin
parallel (AUx, left) and perpendicular (AUy, right) to the reaction plane. These asymmetries are
calculated at Q′2 = 7 GeV2, ξ = 0.2, −t = 0.4 GeV2 and for θ integrated over [45◦, 135◦]. This
observable is sensitive to the imaginary part of the TCS+BH amplitude, and therefore BH doesn’t
produce any asymmetry (its amplitude is purely real). The observed asymmetry therefore reflects
a contribution from TCS and is sensitive to the GPDs. The different colored curves are from calcu-
lation with one GPD (H) or more (H+E, H+H̃ , H+Ẽ). At first order, the asymmetry behaves as a
sin(φ − φS) function. In order to emphasize the sensitivity to the quark angular momenta Ju and
Jd through the parametrization of GPD E, we extracted the maximum value of the asymmetry AUx

calculated from different values of Ju and Jd. The result is displayed Fig. 5 and demonstrate that
transverse target spin asymmetries are very sensitive to the quark angular momenta.

Analytic calculations of TCS+BH cross sections in [8, 12, 13, 56] demonstrate that the leading
order and leading twist TCS and DVCS amplitudes are complex conjugate. However, due to some
of the kinematic factors, the ratio of amplitudes TCS/(TCS+BH) is small compared to the ratio
DVCS/(DVCS+BH) for the kinematics we are working at. It is also discussed that the unpolarized
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Figure 5: Vertical axis: Maximum of the AUx (at 90◦) for values of Ju and Jd varying from 0 to 0.5
in the GPD E parametrization. Calculations have been done at ξ = 0.2, Q′2 = 7 GeV2, −t = 0.4
GeV2 and using 4 quark GPDs.

cross sections of the two reactions are sensitive to different physics information. However, most
of the equivalent beam and target spin asymmetries of TCS and DVCS are strongly correlated. For
example, DVCS and TCS transverse target spin asymmetries will similarly enhance =E

Higher twist effect may impact the possibility to access the same CFFs with DVCS and TCS.
Experimental measurements of DVCS [39] suggest that they may not be negligible. Ongoing stud-
ies with quantitative predictions for the full next to leading twist in TCS+BH will be soon avail-
able [57]. A study including some higher twist terms suggest that their impact on the size of
spin asymmetries can be neglected [11] (however not all terms were calculated). If the higher
twist effects are small, TCS versus DVCS measurements will allow us to demonstrate (or in-
firm) the universality of twist-2 GPDs. If large effects appear, measuring TCS will be a unique
opportunity to observe the universality violation for GPDs and their important twist 3 struc-
ture [58, 59, 60, 61, 62, 63] in a timelike (TCS) versus a spacelike (DVCS) reaction. Similar stud-
ies with TMDs (Transverse Momentum Distributions) are done, in particular by comparing semi-
inclusive measurements (spacelike photon) and Drell-Yan (timelike photon) [64]. The so-called
Sivers effect (twist 3 TMD "f⊥1T " [65]), in which measurements using a transversely polarized nu-
cleon are sensitive to, has an opposite effect in timelike and spacelike reactions. It can also be
related to the GPD E (its projection in impact parameter space), as shown in [66], which will be
accessed in our experiment.

Next to leading order calculations of DVCS+BH and TCS+BH [67, 13] emphasize different NLO
structures for the two reactions, and that small but non negligible effects are expected on the ob-
servables. These effects are not included in our projections.
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3.2 Extraction of Compton Form Factors

Brief description of the method and our parameters (details in Appendix B) To demonstrate
the sensitivity of our experiment to the CFFs and the GPDs, and to provide a comparison with
what can be extracted out of solely DVCS+BH, as well as the complementarity of DVCS and TCS
in a multi-observable, multi-parameters approach, we generated several sets of observables at the
same kinematics, for various scenarios of uncertainties, for the two reactions. The cross sections
are calculated from [53, 54, 55, 7, 11] (GPDs from VGG model). We used the same GPDs for the two
reactions, and CFFs are complex conjugates, as they are calculated at the same t and ξ, at asymp-
totic limit, and neglecting evolution effects. We used a slightly higher value for the hard scale in
our TCS calculations to reflect the fact that our mean Q′2 value is close to 5 GeV 2, while the mean
value for current JLab DVCS measurements is around 2 to 2.5 GeV 2. Our fitting method is based
on [68], with an interpretation of the uncertainties based on [69]. Further work has not yet been
published (it will soon be in press and has been presented at several conferences). More details
about this approach can be found in the public note [70], as well as in the version of this proposal
submitted to PAC48.

For clarity, and because it doesn’t impact our conclusion, in this document, we are only dis-
playing results for the two following kinematics, corresponding to the typical kinematics for our
proposed experiment and typical kinematics for the Hall C DVCS experiment expected to run
later this year with the NPS calorimeter. More details and full sets of observable with multiple
uncertainty scenario are to be found in the Appendix B. Selected kinematics:

(1) DVCS+BH distributions generated at t=-.2 GeV2, ξ = .15, Q2 = 2.5 GeV2, E(beam) = 11 GeV,
TCS+BH distributions generated at t=-.2 GeV2, ξ = .15, Q′2 = 4.5 GeV2, θCM = 90◦.

(2) DVCS+BH distributions generated at t=-.4 GeV2, ξ = .2, Q2 = 2 GeV2, E(beam) = 11 GeV,
TCS+BH distributions generated at t=-.4 GeV2, ξ = .2, Q′2 = 5 GeV2, θCM = 90◦.

Cross sections from transversely polarized target are calculated at φS = 0◦ (proton spin along
the x-axis) and at φS = 90◦ (proton spin along the y-axis). In the experiment, we will be able to
fit 2 by 2 the orthogonal bins in φS (8 independent bins as proposed). Both methods are equiva-
lent and we propagated the uncertainties accordingly for their interpretation in this section. Note
that the value of Q2 (or Q′2) has an impact on the interpretation, with generally CFFs being easier
to extract at lower values with this fitting method. As explained above, this choice is motivated
by the fact that JLab experiments will not access the same range in TCS and DVCS. If we hap-
pen to measure TCS at lower values of Q′2 in the future (not proposed here), we may come with
more optimistic predictions for the fits of CFFs out of TCS+BH than presented here. However,
since we are not currently proposing to measure these lower values and no interpretable comple-
mentary experiment has been proposed yet with these lower values, we are showing here the more
pessimistic scenario, in order to be realistic with the limits (and the advantages) of our experiment.
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Results and interpretation Details and results are to be found in Appendix B. We extracted the
CFFs from DVCS+BH only, TCS+BH only, and combining the data sets. We found that measuring
only the unpolarized cross sections and beam polarized cross sections will allow us =H, =H̃, and
<H. If in addition to these 2 independent observable, we measure longitudinally polarized target
spin asymmetries, we will enhance the sensitivity to =H̃ and improve the uncertainties on <H̃
(mostly due to correlations and better constraining the system). If instead, we measure transverse
target spin asymmetries , we will access to =E . This is the case of our proposed experiment, for
TCS+BH.

We are illustrating the above conclusions with our results Fig. 6. The first line corresponds
to fitting solely TCS+BH observable, while the second line correspond to fitting solely DVCS+BH
observable. The results are similar. It is demonstrating the feasibility of extracting CFFs out of
TCS+BH with the same sensitivity if done in similar conditions to fitting DVCS+BH, and it demon-
strates the feasibility and a method for GPD’s universality studies we aim at doing with our ex-
perimental results, in complement to other unpolarized TCS+BH cross section measurements.
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Figure 6: Uncertainties on CFFs extracted from TCS (top) and from DVCS (bottom). CFFs are
extracted from σ and ∆σLU (left), σ, ∆σLU , ∆σUL, ∆σLL (center), σ, ∆σLU , ∆σUX , ∆σUY (right).
(kinematic 1)

Double spin asymmetries If we had all the transverse and longitudinal target spin asymmetries
together (single spin asymmetries only, not shown), we would constrain=H, =H̃, =E , <H, <H̃ and
<E . Adding double beam+transverse target spin asymmetries (case 5) will strongly reduce the un-
certainties on all CFFs, in particular on real parts, but also allow for the first time to access <E . As
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in this proposal we want to put emphasize on the importance of measuring solely the transverse
target spin asymmetry of TCS+BH, we decided to not include the double beam and transversely
polarized target spin asymmetries, which will be measured at the same time. However, we demon-
strated a drastic improvement in CFFs extractions out of our projected experimental data if we are
also including the double spin asymmetries (see [71, 72, 73]). We also demonstrated that this ad-
ditional measurement will allow for the first time to bring constraints to the CFF <E , the most
poorly constrained in current GPD models. The measurement can be done in a parallel analysis of
the data we will be taking.

Universality studies In this study, we found that, under some assumption, extracting CFFs from
DVCS+BH and TCS+BH provide results at the same order of magnitude in accuracy for the CFFs. It
is an important outcome, since it demonstrate that we will be able to compare CFFs from indepen-
dent extraction out of DVCS and TCS to perform studies on the GPD universality, and thus despite
the ratio of amplitudes TCS/(TCS+BH) which is much lower than the ratio DVCS/(DVCS+BH) at
our kinematics.

Complementarity of DVCS and TCS Assuming that GPDs are universal, we also extracted CFFs
out of combinations of observable from DVCS+BH and from TCS+BH. In agreement with the
above paragraph, we found that, when we are using sets of non-independent observable with a
similar uncertainty scenario, we reduce by a factor 2 the uncertainties on extracted CFFs compared
to the case of only DVCS+BH. While it is statistically accurate, it is an unexpected and important
result, since as mentioned above, the Compton process is more suppressed in the TCS+BH reac-
tion than it is in the DVCS+BH reaction. Furthermore, observable are not fully correlated [12],
therefore even if we are measuring the exact same dependent observable for DVCS+BH as we aim
at measuring for TCS+BH, we would still bring independent information from TCS experiments.
Our analysis is TCS+BH will both complement DVCS+BH data sets with dependable observables,
with new information, plus in the case of our experiment, with 2 new independent observable.
Fitting DVCS+BH and TCS+BH observable all together in our multi-observables multi-parameter
approach is allowing to extract all the CFFs simultenaously, and bring unprecedented constraints
to GPD models.

Note: results in this section use pseudo-data as there is no exploitable results for TCS+BH
measurement at the time of writing this document, nor there is any precision measurement of
DVCS+BH at JLab 12 GeV kinematic yet in our kinematic range. Any fitting with extrapolation
out of JLab 6 GeV data, or fitting from the significantly lower luminosity and different kinematic
range of CLAS12 experimental data, would be misleading our conclusions.

24



4 Experimental setup

4.1 The concept of setup

Figure 7: The proposed TCS experimental setup. Detectors are grouped in 4 sections Q1 – Q4 and are
oriented toward target. Each stack comprises 3 layers of trackers (GEMs), a hodoscope (Hodo) for recoil
proton detection, and a calorimeter (NPS) for lepton detection.

The setup is aimed at the detection of the lepton pair and recoil proton from BH/TCS events
in triple coincidence, in forward kinematics. The key components of the setup are the high inten-
sity photon source, a transversely polarized proton target, and a set of detectors for proton (GEMs
combo) and lepton detection (NPS) needed for tracking and particle identification.

The experiment will utilize an untagged bremsstrahlung photon beam from the hermetically
sealed Compact Photon Source (CPS) ([45, 46]) on the UVA/JLab polarized ammonia target ([51,
52]). The CPS is capable of delivering up to 1.5 × 1012 photons per second with primary CE-
BAF electron beam of 11 GeV energy and 2.5 µA intensity, within the energy range from 5.5 to
11 GeV ([74]). The photon beam has a clear advantage over the traditional mix photon-electron
beam when with a DNP polarized target system. This can be understood by target heat-load per
photon intensity. Heat-load relates to the degree of secondaries and the rate of radiation damage
to the target material as well as the heat-load on the target which must remain at ∼1K to keep
high polarization during the DNP process. The CPS and polarized target combination with the
standard high cooling power evaporation fridge provide the highest figure of merit of this type
worldwide. Assuming the aforementioned photon intensity, 1.5×1023cm−2 and a 3 cm long target
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cell with a 0.6 packing fraction, and a 0.867g/cm3 density of frozen NH3, the luminosity can reach
2.2× 1035cm−2sec−1.

To provide transverse polarization, the JLab constructed rotating target assembly will be ro-
tated by 90◦ around the vertical axis [75]. For this configuration the rendered angular acceptance
is ±17◦ horizontally, and ±21.6◦ vertically. The exit beam pipe excludes from angular acceptance
a conical region with opening angle of 6◦.

Our positioning of detectors optimizes coverage of the remaining angular acceptance in a sim-
ple way (Fig.7). The detectors are positioned above and below the exit pipe and span from 6◦ to
21.6◦ vertically, and ±17◦ horizontally. Small adjustments in this coverage due to deflections of
the particles in the target magnetic field and background distributions are described below, in Sec-
tions 4.6 and 4.7. Positioning at 150 cm from target ensures reasonable transverse sizes of detectors.

The proposed detector package intends to maximize acceptance while still providing the in-
formation need for particle ID and reconstruction. The physics goals require decent statistical
precision which sets the precedent of our detector selection. We will use a combination of three
layers of GEM (Gas Electron Multiplier) trackers and a hodoscopes for proton momentum recon-
struction, and the set of NPS electromagnetic calorimeters for detection of the leptons as can be
seen in Figure 7. The detectors are grouped in 4 sections Q1-Q4 and are oriented towards the tar-
get.

The NPS provides excellent information for the 4-vector reconstruction of the leptons with
good positron and energy resolution. The cluster profiles also allow the deduction of the incoming
angles. This detector also helps provide the PID needed for our leptons and provide the necessary
pion suppression.

The recoil proton on the other hand is detected with the combination of this full detector stack
which includes the GEM trackers, the hodoscopes and the NPS in that order. The GEM trackers
provide excellent position resolution while the hodoscope complements our trigger and finally the
NPS helps to confirm PID and proton energy.

The identification of protons relies on measuring energy loss (dEdx) in the hodoscopes and
energy deposition in the calorimeters, and the timing information from both.

The final state of the two leptons provides a coincidence trigger. The exclusivity of the reaction
is ensured by detecting all final-state particles, e+e−p. The secondary photon beam energy is in-
ferred with the use of the reconstructed q-vector and the recoil proton 4-vector.
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Parameters Calorimeter Hodoscope Tracker
range in φ ±17o ±17o ±17o

range in θ 6o - 21.6o 6o - 21.6o 6o - 21.6o

-6o - −21.6o −6o - −21.6o −6o - −21.6o

granularity δφ 12.6 mr 13.3 mr 0.3 mr
granularity δθ 12.6 mr 13.3 mr 0.3 mr
Energy resolution ∼ 2%/

√
E ∼ 25% ∼ dE/dX ∼ 60% ∼ dE/dX

Time resolution < 250 ps ∼ 100 ps <10 ns
PID:

e/π ∼0.01 ... ...
π/p .... ∼0.1 ...

Background rate ∼ 1 MHz/chan. ∼ 1 MHz/chan. ∼ 1 MHz/cm2

Table 1: Proposed characteristics of the TCS detector setup. φ denotes angle in horizontal plane, and θ
denotes angle in vertical plane. The background rates are estimates at the middle of detectors.

It is worth pointing out that the NPS, CPS, and the polarized target system are the same for the
WACS experiment already approved to run. The NPS has been proposed to be used on electron
beam experiments as well. We use a larger number of NPS detectors than WACS but our calibra-
tion will be similar in that these systems will be studies before and after the CPS installation with
elastic processes.

The proposed design characteristics of the detectors are presented in Table 1.

4.2 High Intensity photon beam

The proposed experiment will utilize an untagged photon beam from a hermetically sealed Com-
pact Photon Source (CPS) proposed by B. Wojtsekhowski et al. [46]. This novel design is capable
of producing more than 1012 equivalent photons per second providing unprecedented access to
the TCS process. This system is coupled to our dynamic nuclear polarized target with a rotating
target cell to spread the heat-load and radiation damage in the target material while keeping the
photon beam fixed improving our reconstruction performance. Compared to a traditional mix
photon/(e+ + e−) source or a tagged photon beam this concept presents several advantages, most
significantly providing high intensity in a small beam spot on the target taking advantage of the
narrow angular spread associated with high energy Bremsstrahlung. The resulting beam also sig-
nificantly reduces the radiation damage to the polarized target material with respects to photon
intensity.

This experiment will use the same CPS design and polarized target system as in the approved
experiment E12-17-008 [74]. The main elements of the CPS are shown in Fig. 8. The CPS is opti-
mized by maximizing photon intensity while collimating and reducing unwanted beam particle.
After passing through the radiator, the electron beam is separated from the photon beam by means
of deflection in the CPS magnetic field. The length, aperture and field strength of the magnet are
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Figure 8: The CPS cut-out side view. Deflected electrons strike a copper absorber, surrounded by a W-Cu
insert inside the magnet yoke. The outer rectangular region in this view is the tungsten-powder shield.

unique to this device and quite different from a lower intensity tagging technique used before in
CLAS or now in Hall D. The CPS works as polarized photon source, collimator, and beam dump
all in one.

The dumping of the electron beam starts in the photon beam channel, so even a small deflec-
tion of the electron trajectory by just 1-3 mm due to the presence of the magnetic field is already
sufficient to induce a shower. At the same time, such a deflection needs to be accomplished at a rel-
atively short distance after the beam passes through the radiator to keep the source compact. The
spot size of photon beam at 2 m away from the radiator is calculated to be ∼1 mm. The projected
photon flux is 1.5 × 1012 s−1 for a primary electron beam current of 2.5 µA, for photon energies
> 0.5 Ebeam [74, 46]. The magnet designed for the CPS has permendur poles tapered in two di-
mensions, which allows for a strong magnetic field at the upstream end of the magnet (3.2 T), with
the coils located 20 cm from the source of radiation.

4.3 Polarized Target

Hall C has a long and successful history with the use of solid polarized targets, starting in 1998 with
the first run of E93-026[77] designed to measure the electric form factor of the neutron. This was
followed by its second run in 2001 and immediately by the Resonance Spin Structure experiment,
E01-006 [78] in 2002 and by the Spin Asymmetries Experiment on the Nucleon (SANE) [79] in
2009. The polarized target was extensively refurbished and modified for successful measurements
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of g2p and GEp in Hall A [75].

These targets exploit a technique called Dynamic Nuclear Polarization (DNP) in which polar-
ization is transferred from unpaired electrons in a dilute concentration of paramagnetic centers
(introduced via irradiation at 80K or by chemical doping). At 5 T and 1K the thermal equilibrium
of both species (proton and electron) is determined solely by Boltzmann statistics and can be writ-
ten as P = tanh µB

kT . The TE polarization of the electron under these conditions is 99.8% while the
proton is 0.51%, the difference due solely to the size of their respective magnetic moments. The
dipole-dipole interaction between the nucleus and the electron spins leads to hyperfine splitting.
By applying a RF field with a frequency very close to the electron paramagnetic resonance (EPR)
frequency (about 140 GHz at 5.0 Tesla), the high electron polarization (due to the large electron
magnetic moment) can be transferred to the proton. Either positive or negative polarization can
be achieved, depending on whether the RF field is below or above the EPR frequency.

Figure 9: Transitions driven by GHz microwaves in the DNP process

Positive proton polarization results by driving the forbidden transition from the |Sz, Iz〉 =

|−1
2 ,−

1
2〉 ground state to the |+1

2 ,+
1
2〉 excited state. The later quickly relaxes to the |−1

2 ,+
1
2〉

ground state via the allowed EPR transition. Driving the other forbidden transition, |−1
2 ,+

1
2〉 →

|+1
2 ,−

1
2〉, results in negative proton polarization. It is illustrated in Figure 9.

The schematic view of the polarized target and the lower part of the target insert are shown in
Fig. 10.

The target magnet is a pair of superconducting Helmholtz coils that when driven at 121 Amps
produce a magnetic field of 5 Tesla. The coils have a 20 cm central bore, 100o opening angle and 8
cm of coil split. The field is uniform to 10−4 over the 3 cm diameter right cylinder.

The polarized target assembly contain a 3–cm–long rotating target cells that can be moved
remotely to be located in the uniform field region of the magnet or positioned for annealing. The
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Figure 10: The UVA polarized target used in Hall C experiments. Left: Cross section view of the target, this
magnet can be oriented longitudinal or transverse. Right: A drawing of the lower part of the UVA rotating
cup target insert.

magnet coils have a 55 degrees conical shaped aperture along the axis and a 38 degree wedge
shaped aperture along the vertically oriented mid-plane.

To provide transverse polarization of the target needed in this measurement, the target magnet
will be rotated by 90◦ around vertical axis. Restricted by the magnet coils and scattering cham-
ber window, the angular acceptance in this configuration will span ±17◦ horizontally and ±21.7◦

vertically 5.

The target magnetic field direction has been found to be coincident with the geometric axis of
the coils and is known to 0.1◦ [75, 80]. The target is cooled by a 4He evaporation refrigerator placed
vertically in the center bore of the magnet (see Fig. 10). The target material is held in cups at the
the end of the target insert which can carry up to 5 targets: a top and bottom NH3, an empty target
and 2 solid targets (C or Be).

The microwaves are generated by an Extended Interaction Oscillator tube (Manufactured by
CPI, Canada) which has a maximum power of ∼20 W with approximately 1 W delivered to the
target sample. 14NH3 is chosen as the target material because of its high polarizability, large polar-
izable nucleon content and resistance to radiation damage.

The target polarization is measured via NMR using the Liverpool Q-meter in which the magni-
tude of polarization is linearly related with the voltage of the phase sensitive detector: P = K · S,
and K is a calibration constant. The calibration constant K is determined by measuring the size of

5A version of the target used in JLab Hall A g2p experiment E08-027.
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a sample’s NMR signal under known thermal equilibrium conditions where the polarization can
be calculated from the aforementioned Boltzmann statistics. A series of NMR signal area measure-
ments are made and averaged to obtain the calibration constant. They are typically done with each
load of target material and as many time as is possible during the run, especially after anneals.

The target material consists of 1-3 mm diameter granules of NH3, immersed in a 4He bath
inside the target cavity. The packing fraction is the fraction of target cell volume filled by target
material (NH3), the rest of the cell being filled with liquid 4He. The packing fraction is important
for the simulation of the scattering cross sections and for the determination of the dilution factor.

Interaction of the beam with the target material produces an abundance of paramagnetic rad-
icals which increase the rate of nuclear spin relaxation, but do not contribute to the DNP process.
As a result, the polarization decays with the accumulation of beam charge until the time required
to achieve a desired statistical precision becomes unacceptable.

In practice, for experiments using 100 nA electron beam this can occur in about 8 hours. Gen-
erally for experiments with photon beams, the radiation damage to the target are significantly less
so the time running on a particular target load are longer. However, the photon intensity for run-
ning with the CPS has increased to record level on a polarized target leading to nearly the same
depolarization usually seen with a 100 nA electron beam. Fortunately, the standard process of an-
nealing recombines the paramagnetic centers and restores polarization for a time. To anneal, the
target material is moved out of the beam and into the annealing oven in the fridge and heated to
between 70-100 K for between 10 and 60 minutes, depending on the phase of the targets life cycle.

For a photon intensity of 1.5 × 1012 equivalent photons per second, it is necessary to use an
evaporation refrigerator with ∼1 Watt cooling power in combination with a high polarization,
high radiation resistant proton target material (NH3). For electron beam experiments, typically
100 nA is the maximum current on the target. The heat load is about 0.33 W and combined with
the DNP microwaves is about 0.5 W. This heat load must be distributed throughout the target so
that the target material beads do not experience local depolarization. To do this, the standard fast
raster is used to make a 2mm × 2mm square pattern of electrons over the radiator. The resulting
photon beam is then distributed over the target by mechanical rotation of the target cell.

Conventional target cells have diameters much larger than the desirable beam spot size, and
one is forced to minimize rapid degradation of the target polarization by the beam at one location
at the target. The traditional solution of minimizing such localized polarization degradation is fast
movement of the beam spot, which prevents overheating of the material and ensures the depo-
larizing effects of the beam are uniformly spread over the target volume. A beam raster magnet,
which moves the beam with a frequency of several Hz, was used in past experiments in Jefferson
Lab. However, this does not work for very small collimation apertures, e.g. a few mm by a few
mm collimation cone, limiting possible beam motion. The CPS solution for the beam-target raster
is target rotation around the horizontal axis. Such a raster method effectively moves the motion
complexity out of the high radiation area of the absorber.

Mechanical target rotation is discussed in [45] where rotation rates faster that 1 Hz under stan-
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dard polarized target conditions have been demonstrated. The target rotation in combination with
the standard vertical motion of the target actuator (∼ 10 mm) results in an effective slow raster
which spirals over the full area of the standard 2.5 cm diameter target. Uniform exposure of the tar-
get cell is achieved by a combined rotation of the target cup synchronized with an up/down move-
ment of the target ladder. Depolarization and uniform radiation damage can easily be achieved
by continuously moving the target at a rate determined by the radius of the circle made through
rotation on the target surface, spending no more than a few hundred milliseconds on each set of
target beads. Rotation of the target cup with external NMR have been proven viable during mul-
tiple studies at UVa. An example of a rotating target cell is shown in Fig. 10 (right). Each insert
will contain a single rotating cup. The target is rotated with a shaft connecting to a rotary vac-
uum feed-through driven by an electric motor outside of the cryogenic environment and above
the target insert. The NMR coil surrounds the target cell on the outside and does not touch the
cell during rotation. The gold-plated microwave horn is optimally positioned to irradiate the cell
while rotating. Additional work on novel rotating target systems are in the press [50].

4.4 Acceptance and reconstruction

The coincidence trigger between the final state leptons of the reaction helps reduce the background.
We suppress the background from the two-pion photoproduction by setting a cut on the two lep-
tons energy of 2.5 GeV. The exclusivity of the reaction is ensured by detecting all final-state par-
ticles, e+e−p and cutting on the missing-particle kinematics. We use an 11 GeV energy electron
beam incident on 10% radiator to produce high intensity real photons (see Section 4.2). Highly col-
limated photons will interact with transversely polarized protons (solid ammonia NH3) yielding
luminosities up to L = 1035 cm−2 sec−1. Electromagnetic NPS-type calorimeters will be used for
detection of leptons, determination of their energies, and for e/π separation. Recoil detectors will
be used to detect protons. These detectors will be combined Hall C basic electronics and DAQ (see
the sketch of experimental setup Fig. 7).

The generated lepton and proton tracks are traced through the magnetic field of the target,
then scattering chamber window up to the detectors at 1.5 m distance from target. As target field
is oriented sideways relative to the beam direction, the tracks are deflected up and down. The track
bending happens close to the target, for the field being localized within∼15 cm space at target. The
fringe fields do not affect significantly the tracks. The high momentum electrons deflect by only
∼ 2◦. While for protons, with momenta from 0.3 to 1.5 GeV/c the bending angle is ∼ 15◦ − 30◦,
typically, and may reach 45◦.

Positions and sizes of the lepton and proton detectors and trackers are chosen to match the
outgoing track directions (see Sections 4.1, 4.7, 4.6). We display in Fig.11 the t-distribution of
accepted events applying a tagging of the two leptons only (left panel, blue curve), and applying
in addition a tagging of the proton (left panel, red curve). The ratio of the curves (right panel)
illustrates the impact on the acceptance of the proton tagging.
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Figure 11: Left panel: the −t distributions for events with the decay leptons within the detectors’
acceptance (blue curve), and in addition the recoil proton in the acceptance (red curve). Right
panel: the ratio of the two cases. The energy of bremsstrahlung photon beam is in the range from
5.5 GeV to 11 GeV. Kinematic cuts 4 GeV 2/c2 < Q′2 < 9 GeV 2/c2 are applied.

4.5 Tracking detectors

Reconstruction of the reaction vertex, hence obtaining kinematic parameters on event by event
basis requires a descent tracking ability of the setup. Gas Electron Multiplier (GEM) detectors [86]
are well suited to that purpose for their superior accuracy of coordinate measurement, and high
efficiency. Resolutions of reconstruction of transverse coordinates of tracks of better than 100 µm
is common among the GEM trackers.

The GEM trackers also are well suited for open geometry measurements, for their capability
to withstand background rates as high as 106 Hz/mm2, which is above the requirements of this
experiment.

To reconstruct direction at the vertex, both coordinates and direction of a track at detectors
should be measured. In principle a double layer arrangement of trackers would suffice to that
purpose. However, additional layers are proven to be helpful in disentanglement of tracks in high
background environment, in improving tracking efficiency. In our simulations we use 3 layers of
trackers in a minimalistic approach.

GEM based trackers are thin and add very little material along the pass of particle. The cover
area required for this project, of∼50×50 cm2 is within the reach of GEM manufacturing technology.

GEM-s have been in use at JLab in a number of experiments. This project will benefit in partic-
ular from experience of construction and use of trackers for the SBS spectrometer [81].
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Figure 12: 2.05×2.05×18cm3 PbWO4 crystals used in the high resolution part of Hall B PrimEx experiment
calorimeter (HYCAL) [82].

4.6 Lepton detectors

The determination of the kinematic variables Q′2, ξ and t depends on the accuracy of reconstruc-
tion of the lepton energy and angle. Leptons (e+ and e−) in the experiment will be detected and
identified by measuring their energies and coordinates (X and Y ) in a pair of electro-magnetic
calorimeters.

The calorimeters are a copy of the shower counter for the projected Neutral Particle Spectrome-
ter. The basic concept for the NPS is a highly segmented electro-magnetic calorimeter preceded by
a compact sweeping magnet. Experiments with NPS require detection of neutral particles with en-
ergies ranging between 0.5-7.6 GeV with good energy resolution (∼ 2%), and good coordinate and
angular resolution of 0.5-0.75 mrad, the latter being comparable to the resolutions of the focusing
spectrometers in Hall C.

An assembly of lead tungstate crystals, similar to HYCAL calorimeter in the PrimEx and PrimEx-
II experiments in Hall B [82] is recognized as a good match for the NPS calorimeter (see Fig 12).
Work for construction of the NPS calorimeter is well underway. Tests have been curried out at
CUA, JLab and IPN Orsay to characterize optical and radiation-resistive properties of PbWO4

crystals from SICCAS and CRYTUR, a small prototype detector of 3 × 3 crystal assembly has been
built and studied [83].

The new active divider design of the PMT bases provides a linear response up to high rates of
∼1 MHz. More information about the NPS and design studies can be found in reference [84].

The prototype detector has been tested under beam conditions in Hall D at JLab. It was cali-
brated with tagged photons. An energy resolution of 1.5% for incident electrons of 4.7 GeV energy
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has been measured [83], which is comparable with the HYCAL performance (see Fig. 13). On the
same test stand Hall D Compton Calorimeter, of similar construction but of bigger size was tested.
The measured energy resolution is in line with other lead tungstate calorimeters, the timing reso-
lution falls with energy as 0.32/

√
E(GeV ) in the GeV energy range [101].

Figure 13: Energy and coordinate resolutions of PbWO4 crystals based HYCAL calorimeter.

It should be noted that resolution of electromagnetic calorimeters critically depends on the
calibration procedure. We intend to perform absolute calibration of calorimeters with electrons in
elastic kinematics. The recoil protons can be detected with HMS/SHMS spectrometers in Hall C.
The gain changes due to radiation and temperature variations in the crystals will be traced by a
dedicated Gain Monitoring System.

The transverse size of the TCS lepton detectors is driven by required angular acceptance and
distance to the target. Restricted by the target setup angular acceptance is ±17◦ in horizontal
plane and ±21.7◦ in vertical plane (see Section 4.3). In addition, the beam pipe restricts scattering
angles to greater than 6◦. Taken into account vertical deflections of the particles to be detected in
the sideways magnetic field of the target, we consider positioning the lepton detectors above and
below the beam pipe, at 0◦ of azimuthal angle.

Reasonable sizes for the detectors are obtained by positioning them at a distance ∼1.5 m from
the target. This implies 92× 41.5 cm2 of active area, for the angular acceptances ±17◦ horizontally
and±15.7◦ vertically. For PbWO crystals of 2.05×2.05 cm2 cross section for construction, the num-
ber of modules would be ∼1000 for each detector (taken into account addition of a layer around
the perimeter of cross-sectional area to exclude shower leaks). This number was refined after sim-
ulated acceptance studies, according to which a 50 × 23 matrix arrangement would be optimal,
with 1150 blocks per detector. A further refinement took place due to background simulations,
according to which the central region of detectors covering ±1.6◦ horizontally must be excluded
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from consideration, because of unacceptably high background rates (see Section 4.8 below).

Hence the final layout of the calorimeters consists of 4 quarters (top left, top right, bottom left,
bottom right), 23 × 23 matrix of blocks each, mirroring each other horizontally and vertically. The
horizontal gap between left and right quarters is 8.2 cm wide, the vertical gap is 15.8 cm wide. The
number of required lead tungstate crystals totals to 2,116.

4.7 Detection of recoil protons

With the detection of the recoil proton direction vector, and the assumption of a 0◦ incident pho-
ton, the event-by-event kinematics are overcomplete. The CM energy squared s and the momen-
tum transfer −t and their resolutions will be obtained by a combined fit to the di-lepton four-
momentum and the direction vector of the proton at the tracker.

Design requirements for the proton detectors are defined by kinematics, required accuracy,
available space and cost, as well as by the expected background conditions. The recoil detectors
will be located just before the lepton detectors and will cover a slightly larger angular area than
allowed by the polarized target. Similar to the calorimeters’ case (see Section 4.6), the horizontal
band from -6◦ to 6◦ and vertical band ±1.6◦ at the middle of the acceptance will be excluded, and
the detector will be divided in 4 separate partitions.

The detected proton momenta will be within 0.3 − 1.2 GeV/c range, with bulk of statistics
between 0.4 and 0.8 GeV/c. Proton identification will explore dE/dx signal from the hodoscopes.
Thickness of at least few cmwill be needed for reliable separation of protons and lighter particles at
momenta∼1GeV/c (Fig. 14). Hence each of the 4 proton detectors is a fly’s-eye array of 2×2×5 cm3

optically isolated scintillators, with light sensors optically coupled to the rear side.

We will have three layers of GEMs which will be configured similar to the previously proposed
applications. These devices can deal with very high counting rate (over 400 kHz/cm2 [85]) which
is helpful for our first layer tracker, closest to the target. Our best timing information will come
from the hodoscope and NPS, so high position resolution is critical to our reconstruction. These
detectors give a spatial resolution on the order of 70 µm [86]. A similar design has been adopted
for the tracking systems for this experiment. The GEM technology permits large area detectors
with high counting rate capabilities.

The recoil detector package will leverage all three systems, the hodoscope, the GEMs and the
NPS. A product of deposited energies in the hodoscope and calorimeter will allow for localization
of the recoil proton. The total energy deposition of the selected events provides kinetic energy to
acceptable accuracy. The derived absolute momentum and track direction from the GEM trackers
will allow for backtracking through the target magnetic field and reconstruction of the recoil proton
at vertex.

For the recoil protons of 90 MeV to 450 MeV low energies, the timing capabilities of the lead
tungstate calorimeters and the scintillator hodoscopes allow for time of flight (TOF) measurement
relative to the detected in the calorimeters relativistic e+ and e-. Combined with the energy mea-
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surement, this will allow for separation of protons from background pions within the TOF domain.
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Figure 14: Proton PID by dE/dx in the Recoil Proton Detector. The graph shows ionization energy losses
versus momentum for pions, kaons and protons.

To demonstrate possibility of detection of recoil protons, we simulated their tracking from
target to detectors. Packets of protons of 400 MeV/c low momenta were generated at the center of
target, each at a certain direction pointing to detectors. The protons were traced through magnetic
field and materials on the pass. Particles traverse ∼ 0.7 Tm field integral of transversely oriented
target magnetic field before reaching detectors at ∼150 cm from target. For 400 MeV/c momenta
protons, this causes 30◦ bending vertically. Each packet resulted in a scattered hit pattern in the
trackers due to multiple scattering from the material, with a spot size of ∼15 mm and 95% of hits
within circle of radius 4.5 cm (Fig. 15). These results show principal possibility of detection and
reconstruction of the recoil proton even at our low momenta.

4.8 Background

For experiments with open geometry setups, background conditions are of special importance.
This experiment will utilize a bremsstrahlung photon beam of intensity, potentially as high as
2 × 1013 photons per second on target of 3.8% radiation length. Simple PDG based estimates for
e+e− γ-conversion production alone yields 3%/γ probability, i.e. rates in ∼ 1011Hz range, even a
small portion of which in the acceptance may cause difficulties.

A Geant4 based simulation code was developed to study background conditions, and detector
acceptances as well. The code models the target assembly (scattering chamber with its windows
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Figure 15: Geant4 simulation of tracking of 400 MeV/c protons originating at the center of target, in di-
rection with 10◦ horizontal and 15◦ vertical deflections. Shown is hit pattern in the 1-st layer, bottom right
tracker. See text for details.

and shieldings, target cell and target material, magnet coils, magnetic field) and detector pack-
age. The background events in the detectors were generated by passing bremsstrahlung photons
through the target assembly. The photon energy was sampled from the bremsstrahlung spectrum
with endpoint energy of 11 GeV.

It was found that among background tracks within the detector acceptances ∼90% are γ-s,
∼10% are electrons and ∼0.2% are positrons. The hadron content is small. Deposited in the
calorimeters energies are mostly below 400 MeV. While vast majority of energetic electrons and
positrons from γ-conversion in the target material fall into the gap in the middle of acceptance,
some of them hit the calorimeters and deposit energies in GeV range.

The transverse magnetic field from the target deflects charged background toward detectors.
Parts of detectors close to the middle of acceptance are affected with high background rates (Fig-
ure 16). The rates vary by an order of magnitude from edge to edge.

With an incident flux of 2× 1013 photons per second (above 10 MeV), the background rates in
the trackers will be at most 60 MHz/cm2. This is not a problem, as GEM technology can withstand
rates up to 100 MHz/cm2 [86].

Background rates in the calorimeters can be significantly reduced by posing threshold on read
signals (Fig. 17). Putting threshold of 200 p.e., which is equivalent to∼50 MeV of deposited energy,
will constrain the rates below acceptable limit (Fig. 18).
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Figure 16: Background rates in the 2-nd layer GEM trackers, integrated over the CPS beam energy from
10 MeV to the end point 11 GeV, for the integrated beam intensity 2 × 1013 photon/s. Hits with non-zero
energy depositions in the drift regions of GEM-s are counted. The numbers denote rates in MHz/cm2

averaged over 5×5 cm2 area.
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Figure 17: Background rates in the modules at the middle of top and bottom calorimeters versus low
threshold signal. The rates are integrated over the CPS beam energy from 10 MeV to 11 GeV end point, the
integrated beam intensity is 2 × 1013 photon/s. Note that 1 MeV energy deposition from electromagnetic
projectiles yields ∼4 p.e. PMT signal on average.
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Figure 18: Background rates in the modules of calorimeters, integrated over the CPS beam energy from
10 MeV to maximum of 11 GeV, for the integrated beam intensity 2 × 1013 photon/s. Hits with signals
greater than 200 p.e. are counted. The numbers denote rates per module in MHz averaged over 5×5 clusters
of modules.
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4.9 Trigger

For construction of a viable low level trigger, identification of the ranges of useful events is neces-
sary. For loose cuts on the TCS kinematic variables of interest 9 GeV 2 > Q2 > 4 GeV 2, .1 < −t <
1 GeV 2, s > 4 GeV 2, the momenta of leptons from detected BH events are greater than 1 GeV , and
the sum of lepton momenta is greater than 5 GeV (Fig. 19).

Figure 19: Lepton momenta of Bethe-Heitler events within acceptance of the TCS setup. Left: Sum of the
momenta. Right: electron momentum versus positron momentum. The dashed lines indicate thresholds on
the electron and positron momenta greater than 1 GeV, and sum of the two greater than 5 GeV.

A reliable hardware trigger can be constructed based on high amplitude signals from detection
of the outgoing leptons in the calorimeters. The simulations indicate that in more than 95% cases
the leptons in acceptance hit opposite quadrants of the detector setup. For an open geometry
experiment with high level background particle fluxes, a guiding principle of trigger construction
would be keeping the accidental coincidence background under control. We consider accidental
coincidence rate in the range of tens of kHz within 50 ns coincidence time window to be acceptable
for a DAQ electronics to operate.

Based on simulations, accidental background rate can be reduced to less than 120 kHz by es-
tablishing thresholds at 2.5 GeV on the maximum energies of the hit clusters in the calorimeters of
opposite quadrants, and 6 GeV threshold on the sum of the energies in addition. The rate reduces
further to an acceptable 60 kHz by excluding from trigger high background parts of the calorime-
ters which are close to the beam pipe by less than 8◦ in polar angle. Efficiency of such a trigger
would be ∼72%.
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Figure 20: Performance of the proposed TCS trigger. Left: Efficiency versus threshold on polar angle θ to
exclude high background rate regions. Right: accidental coincidence rate versus θ. See text for details.
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5 Projections

5.1 TCS+BH simulations

We generated TCS+BH events from the DEEPGen event generator [87, 88], based on the calcula-
tions described section 3. It provides unpolarized and polarized cross sections with separated
weights for "pure BH" and "total TCS+BH", to perform systematic studies on where the con-
tribution of TCS is enhanced. For counting rate projections, we included only GPD H in TCS
parametrization to limit model dependence (we will later show the impact on the size of asymme-
tries). At generator level we apply cuts to avoid regions of near-singularities in BH, that would
otherwise create artificial spikes in generated events [89]. It corresponds to events with one of the
lepton taking most of the energy and going very forward, these events are generally out of accep-
tance. We provide more details in Appendix C. We set the target polarization to be along x-axis,
and the beam energy is following a Bremsstrahlung distribution.

The cuts applied on reconstructed events are explicited Table 2. We don’t apply any cut on φS ,
and cuts in φ are correlated with the kinematics and with θ. A total of 7 kinematic bins in (ξ, t,
Q’2) is defined, as displayed Fig. 21. For each of these bins, we have 16 bins in φ and 16 bins in
φS . All projections are integrated over θ. We base our observation in the rest of this section on the
2d and 3d -t bins, due to the limited proton tracking resolution at .1<-t<0.2 GeV2 (consequence of
the magnetic field). Counting rates for pure TCS+BH signal in each of the 7 kinematic bins are are
presented Fig. 22. Distributions in φ at .1<-t<0.2 GeV2 have a different shape than for larger values
of -t, due to impact of the θmin,max cut in these bins.

Variable and cut Comments
Acceptance
p(p) >0.1 GeV for proton tracking accuracy
E( e+ or e−) > 0.7 GeV trigger threshold
(E(e+) + E(e−)) > 5 GeV trigger threshold
2 leptons + 1 lepton tagged as determined by trigger and NPS cluster
±4 cm vertical band at calorimeter level avoid high background rates
Kinematics
5.5 < Eγ < 11 GeV most selected events have Eγ > 7.5 GeV
.1 < ξ < .35 statistically correlated with Eγ cut
4 < Q’2 < 9 GeV2 above the region of meson resonances and below J/Ψ

0.1 < -t < 1 GeV2 limited statistics above 1 GeV2, proton tracking below .1 GeV2

30◦ < θ < 150◦ staying away from BH peaks
‘’θmin,max versus φ" staying way BH peaks: see Appendix C

Table 2: Cuts on reconstructed events
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Bins in Q'² and ξ: Bins in t and ξ:

A          B             C
1   2   

3        4                5

          6                7

1, 2: .1 < -t < .2  GeV²
3, 4, 5: .2 < -t < .35 GeV²
6, 7: .35 < -t < .7 GeV²

A: .10 < ξ < .15 ; 4 < Q'² < 5.5 GeV²
B: .15 < ξ < .22 ; 4 < Q'² < 7 GeV²
C: .22 < ξ < .35 ; 4 < Q'² < 9 GeV²

Figure 21: Phase space binning for the TCS+BH analysis in ξ and Q’2 (left) and in ξ and -t (right).
A total of 8 kinematic bins is used for the analysis.

5.2 Analysis and Signal Extraction

In previous versions of this proposal, we proposed 2 different methods for our analysis. The first
one, privileged in 2018 was to use standard signal to background methods and exclusivity cuts.
The second one, privileged in 2020 (see Appendix D) in addition to the standard cut method was
to implement machine learning techniques. However, we realize that machine learning techniques
are still in progress, not fully understood as of today, and present some unnecessary challenges for
what is a simple analysis. We expect to be comparing various techniques in the future, once we
have data, but decided in this document to present our projections in a more standard way and to
show unbiased uncertainties and resolutions projections.

5.3 Kinematic Resolution and exclusivity

We smeared all the 4-vectors using a 12% energy resolution for the proton and a δθlab = 0.003849

for its absolute angular resolution. We used the following parametrization to calculate the mo-
mentum resolution of the leptons, as in Ref. [82] (NPS resol):

σ =

√
a2 +

b2

p
+
c2

p2
, (3)

with a=0.009, b=0.025, c=0.010 and p is the lepton momentum. Resolution in kinematic variables
is shown Fig. 23. We also defined the exclusivity variables from the balance between initial and
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Figure 22: Counts after cuts and acceptance in each kinematic bin (different panels as indicated),
for 16 bins in φ. Events are weighted by BH "only" rates (red), BH+TCS rates (dark blue) and TCS
"only" rates (light blue, very low rates).
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final states of TCS+BH events:

• Missing mass squared: M2
miss = (P + γ − e+ − e− − P ′)2

• Missing azimuthal angle: ∆φ = φ(e+ + e−)− φ(P ) (φ refers to arbitrary lab axis).

• Transverse missing momentum ∆pT = pT (e+ + e−)− pT (P ).

We will select events from these variables with kinematic dependent correlated cuts.
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Figure 23: Resolution in kinematics: Top row: resolution in t (left), ξ (center), Q’2 (right). Bottom
row: Evolution of the resolution (2-dim). Left: δ(−t) vs -t, center: δ(Q′2)vsQ′2, right: δ(ξ)vsξ.
Distributions are integrated over all other kinematic variables.

5.4 Physics background

Hadron background

The main source of physics background comes from the formation of π+π− pairs. By staying above
4 GeV2 for the photon virtuality, and below 9 GeV2, we suppress the resonant production, includ-
ing tails of mesons, as we are in a range without resonance, and have a resolution (as shown in
previous subsection) sufficient to cut out meson peaks. The exclusivity request in addition to the
kinematic we are running at is suppressing most of the semi-inclusive events. Therefore, most of
our background comes from exclusive pion pair events, and other contributions can be neglected.
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Figure 24: Exclusivity observables, integrated for all selected events.
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Figure 25: Evolution of exclusivity with kinematics. From the left to the right: missing mass
squared versus Q’2, missing azimuthal angle versus -t, missing transverse momentum versus -t.
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Indeed, the mass of pions being small, most of the exclusive pairs remains after applying our ex-
clusivity cuts (see [90, 91]).

The pion suppression in the electromagnetic calorimeters is on the order of 103 to 104, typically.
Studies of the e+e− over π+π− pairs ratio and pion discrimination for measurements of the e+e−

continuum is has been performed by the GlueX collaboration for the studies of J/Ψ photoproduc-
tion near threshold [92] (and other studies not yet published). The rates strongly depend on the
analysis cuts, and GlueX has a different spectrometer acceptance than us and a significantly lower
acceptance. From extrapolating their results, we estimated a worse case (but unlikely) scenario
of 30% contribution, a more optimistic case of 10% contribution, and a more realistic case (used
in this proposal) of 20%. The resulting systematic uncertainty after all cuts are applied and this
background is subtracted is 3%. We neglect the contribution to the asymmetry of such events,
and consider them as an additional background dilution factor, which is taken into account in our
systematics.

Lepton background

The lepton background for either inclusive or exclusive channels is quite small. As an example if
we use the tail of the J/ψ and study the final state e+e−p we get an upper limit of 6X10−4 nbarn
for our high Q2 range and drops off fast for our central values. While it will not be possible to
distinguish the softer part of the radiative tail and of the associated π◦ reaction tail, these two kind
of emissions can be neglected in regard of our statistic uncertainties, and due to the fact they are
suppressed by ∼ α compared to non-radiative events.

∆ resonances and associated production

We found that ∆ and associated production events are suppressed at our kinematics thanks to the
detection of the recoil proton. We used a basic model with smearing of the proton momentum,
which can be completed by further studies. However, this result is compatible with a similar stud-
ies we did using a recoil proton detector for COM- PASS, at a similar kinematic for the proton,
which demonstrated negligible contribution (<1%) from such events. Such resonance suppression
was achieved by applying exclusivity cuts to the recoil detector information, despite the resolu-
tions on the proton momentum and energy were much broader in the COMPASS case than in our
present experiment [93, 94]. Therefore, we neglect proton resonances and low energy associated
production in our physics background for this experiment.

Other negligible sources of background

We assume the triple coincidence accidental rates being suppressed by exclusivity cuts. Other
backgrounds include gamma conversion and π0 events, which can be estimated from simulations,
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but are considered here as negligible, due to their cross sections at our kinematics, and the very
different signature of such events in the detectors.

Radiative events

Radiative corrections have not been included in our projections, however we generated such
events for TCS+BH. Our results are compatible with theoretical predictions from [95], ( 10%), how-
ever we haven’t performed systematic comparisons of our simulations versus model predictions.
The formalism used in our radiative corrections is based on [96] and corrections have been imple-
mented directly as sub-processes in our event generator (latest DEEPGen version).

5.5 Kinematic Dilution Factor (target)

The figure of merit for this type of polarized target experiment is proportional to the active target
contribution squared times polarization squared. The active target contribution is made of the
dilution factor and the packing fraction over the length of the target. The packing fraction can
be measured using a method of cryogenic volume displacement measurement which compare an
empty target cell to the full target cell used in the experiment. The target cell is filled with beads of
solid NH3 material with a typical packing factor of about 60% with the rest of the space filled with
liquid helium.

The dilution factor is the ratio of the number of polarizable nucleons to the total number of
nucleons in the target material and can be defined as,

f =
NHσH

NNσN +NHσH + ΣNAσA
, (4)

where NH is the number of hydrogen nuclei in the target and σH is the corresponding exclusive
differential scattering cross section, NN is the nitrogen number of scattered nuclei with cross sec-
tion σN , and NA is the numbers of other scattering nuclei of mass number A with cross section
σA. The denominator of the dilution factor can be written in terms of the relative volume ratio
of NH3 to LHe in the target cell, the packing fraction pf . For the case of a cylindrical target cell
oriented along the magnetic field, the packing fraction is exactly equivalent to the percentage of
the cell length filled with NH3. The material density for NH3 is 1.007 g/cm3 and the target radia-
tion length is about 5.7%. The uncertainty in these factors from irreducible background is typically
2-3% considering the ammonia density and packing fraction as well.

In terms of target nuclei accounting the dilution factor for NH3 is 0.1775 when considering
the 3 hydrogen to the one nitrogen per molecule, but there is a kinematic dependence to each
cross section. There are also more materials in the experimental beam path than just the NH3,
which means the amounts and cross-sections of those materials must also be accounted for when
calculating the kinematically sensitive dilution factor. Due to this, the dilution factor of the target
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will actually be given by the equation

f =
3d4σγp→pe

+e−

H

(
Wγp,−t, θ,Q2

)∑
ANAd4σ

γp→pe+e−
A (Wγp,−t, θ,Q2)

. (5)

Here A is required for each nuclei in the beam path. Background that are not from TCS that are
indistinguishable from the γp→ pe+e− process contribute the most. This would include processes
like γp → pπ+π− which dominates our background. To estimate the kinematic dilution factor
a modified version of Pythia was used with cross sections scale to our kinematic. The detection
of relevant processes off the nitrogen are reduced in our acceptance however the cross section of
nitrogen in the γp→ pπ+π− higher reducing any advantage.

Q2-bin < Q2 > NH3 NH3+A Full
f dπ f δf (%) δf(%)

4.0 -5.6 4.9 0.200 0.66 0.196 0.5% 2.3%
5.6 - 7.1 6.3 0.211 0.73 0.210 0.7% 2.5%
7.1 - 8.3 7.8 0.208 0.75 0.203 0.9% 2.6%
8.3 - 9.0 8.4 0.211 0.68 0.208 1.9% 2.8%

Table 3: Here will list the dilution factor estimates after our DNN analysis based on photopro-
duction cross sections of the dominate background with kinematic sensitivity for four kinematic
bins for pure ammonia (NH3) as well as for the contribution from all materials (NH3+A), as well
as the total with contribution from packing fraction and target density in (Full). Errors contain
contributions from both statistical and systematic uncertainty estimates.

To estimate the contribution from other materials in the beam path such as the aluminum win-
dows, the target cell material, the NMR coils, the liquid Helium, and the target ladder, estimates
are used from the geometry we have constructed in Geant4. Rate contributions can be obtained by
analyzing the percentage that make it into our acceptance and kinematic constraints. These ma-
terials generally have a higher cross section as well compared to hydrogen however there is very
little interaction with these materials. Table 9 shows the resulting dilution factor from pure NH3 as
well as from the combination of all material in the beamline, shown in column (NH3+A). We also
show in column (Full) the combined error estimation from the dilution factor, the target packing
fraction, and the NH3 density, but this does not include the pion background contribution error.

Also included in Table 9 is the estimated ratio of TCS events to γp → pπ+π− in the column
indicated by TCS/π. The pion background will be significant even with the NPS pion suppression.
This background will likely have its own asymmetry which we will measure to be able to isolate
the TCS asymmetry. This can be done by taking slices of our event distribution to isolate the pion
background and calculating the target asymmetry Aπ

++π−

N . Then do the same for kinematic cut
where both contribute and calculate the target asymmetry A

TCS+(π++π−)
N . From this we extract

ATCSN . This is a common practice for these types of asymmetry measurements. For more details on
dilution factor calculation and cuts, see Appendix D.
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Beam dilution and polarization transfer

In case of an additional measurement of double spin asymmetries out of the naturally polarized
photon beam, the uncertainties are dominated by the target dilution factor, as detailed above. Con-
tribution to the dilution and systematics from beam polarization can be neglected in regards to the
target, it is assumed to be at the percent level.

The JLab electron beam polarization is assumed to be larger than 85%. We calculated the sec-
ondary bremsstrahlung photon transfer factor to be from 85% (7.5 GeV photons) to 100% (11 GeV
photons), as shown in Fig. 26. On average, we estimate a photon beam polarization transfer factor
of ∼75%.
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Figure 26: Circular polarization transfer for Bremsstrahlung photons initiated from a 100% polar-
ized 11 GeV electron.

5.6 Systematic uncertainties

Many JLab experiments use the UVA/JLab target but this along with WCAS would be the first to
use a rotating target raster. We estimate that with careful control of rotation with a NMR coil that
does not brush against the rotating cell that a similar uncertainty can be achieved as past polarized
target experiments. We also try to leave room for the unexpected so we estimate a systematic error
contribution from the rotating polarized target at around (5%). We expect to be able to measure
the packing fraction for each load of the target during the experiment.

Charge calibration and detector efficiencies are expected to be known better to 1%. Detector
resolution and efficiency is also expect to contribute less than 1%. The signal extraction error will be
minimized using a multivariate techniques leading to only a few counts of background slipping
into the final result. The systematic error on resolving the Compton signal is dependent on the
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Source Systematic
Target Polarimetry 5.0%
Beam Polarimetry 1%
Packing fraction 3%
Trigger/Tracking efficiency 1.0%
Background subtraction 3.0%
Total ∼ 6.7%

Table 4: Estimation of the systematic errors.

background produced at that kinematic point. A larger background with smaller signal naturally
results in a larger error. By considering a larger than expected background we can estimate the
expected systematic error from a plausible analysis. We expect less than 3% background which is
a estimate directly based on the Monte Carlo. Estimated systematic uncertainties are summarized
Table 4.

5.7 Results

In this section, we selected the 4th bin for reference (.15<ξ<.22, .2<−t<.4 GeV2, 4<Q’2<7 GeV2).
Fig. 27 (top part) is a one dimensional projections of the transverse target spin asymmetry for 8 bins
in φS , displayed as a function of φ. Uncertainties shown include statistics (largely dominant) and
target polarization and dilution factors. We smeared each point with a Gaussian function. Figures
of merit for these 1-dim projections are displayed Fig. 27 (bottom part). CFFs will be extracted by
fitting simultaneously the orthogonal φS bins, i.e. top row versus second row, same columns (we
plan to develop 2-dimensional fits in the future). Therefore in a ‘’naive” uncertainties estimate, we
can combine part of the errors of correlated bins. For illustration, we included on each φS panel
curves corresponding to fits by the dominant A sin(φ− φS) moment of the asymmetries. The blue
curve is the expected one, the red curve is a fit attempt to display an instance of the distribution.
Projections for all kinematic bins are provided in Appendix E.1 (asymmetries) and E.2 (FOM).
Combined relative uncertainties on moments for each kinematics are presented in Appendix E.3
(Fig 57).

As mentioned in section 5.1, our experimental projections are for TCS amplitudes calculated
with only GPD H. We display Fig. 28 (top part) the asymmetries in bins of φS as a function of φ for
different model scenarios, calculated for our reference kinematics. In this exercise, we use several
values of Ju and Jd in the parametrization of GPD E. We use only one variant of VGG model (see [7]
for the GPD E parametrization). We choose the same sets of values for Ju and Jd than [20]. The
black curves (with label ‘’H only”) are from the same model version than used for our experimental
projections. Bottom part of Fig. 28 is a projection of the maximum of these asymmetries (its size
at φ = φS + 90◦), as a function of φS . We observe that the size of the asymmetries vary by up to
0.15 at φS = 90◦ between the two extreme cases presented (0.07 for the cyan curve and 0.23 for the
pink curve), and up to 0.09 at φS = 0◦ (0.07 for the cyan curve and 0.16 for the pink curve). This
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demonstration reflects a strong sensitivity of the asymmetries to the GPD E and the quark angular
momenta. Note that we could obtain slightly larger differences with other models given that GPD
E is poorly known.

5.8 Discussion

Our projected experimental uncertainties allow for the discrimination between models for our 7
kinematics. As demonstrated in section 3 (see Fig 34), we will be able to extract the CFF =E.
Note that the uncertainties on the CFFs will strongly depend on the accuracy of complementary
measurements of the unpolarized and beam polarized TCS+BH cross sections (and potential other
measurements): in section 3, we set the errors by exploring both the upper and low limit in all
observables. The correlation between the different CFFs and the number of independent observ-
ables available for TCS+BH also has a large impact the uncertainty on =E. As a consequence of
the lack of experimental data for TCS, we cannot provide quantitative estimate on =E. We would
like to emphasize that our experiment will allow this extraction. The uncertainties will strongly
depend both on the availability of complementary measurements and on the fitting technique (our
technique is more conservative than most other models), in addition to the uncertainties from our
experiment. This sensitivity to GPD E is provided by the additional information from the proton
transverse polarization [6].
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Figure 27: Top: Projection of the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.15 < ξ < 0.22 and 0.2 < −t < 0.35
GeV2. Statistic uncertainties are represented and correspond to an integrated photon luminosity
of 5.85∗10e5 pb−1 for 5.5 < Eγ < 11 GeV, and include various dilution factors. The blue curves are
the fit of the generated distributions by A ∗ sin(φ− φS), the red curves are the fits of the randomly
smeared distributions as displayed. Bottom: FOM for the above asymmetries.
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ferent parametrization of TCS amplitude with GPDs H, H̃ and E, and with E parametrized with
different values of Ju and Jd. Bottom panel: Projection of the maximum asymmetries as a function
of φS corresponding to the different model scenarios of the top panel.
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6 Beam time request

We request a total of 49.5 PAC days: 30 days are for the physics data taking (see next paragraph 6.1),
5 days are for the commissioning and checkout, and an equivalent of 14.5 PAC days (29 calendar
days) are for target, polarimetry and detector overhead. We detail our needs in Table 5.

Operations calendar days PAC days
Installation in Hall C 5 2.5
Initial signal and electronic checkout 5 2.5
Gain matching of detector’s channels with gain monitoring system 1 0.5
Decommissioning 3 1.5
Overhead (see paragraph 6.2) 15 7.5
sub-total (operations) 29 14.5
Data acquisition time calendar days PAC days
Commissioning with beam 10 5
Physics data taking 60 30
sub-total (beam time) 70 35
Total 99 49.5

Table 5: Details of our beam time request

6.1 Beam time for physics data taking and integrated luminosity

Our projections are based on 30 PAC days for the physics. We will use a longitudinally polarized
electron beam with polarization >85% at an energy of 11 GeV and at an intensity of 2.5 µA. In
the energy range [5.5, 11] GeV, the secondary photon beam flux from CPS is 1035 photons/cm2/s.
For interaction off the 3 polarized protons of the UVa/JLab NH3 polarized target, we obtain an
integrated luminosity of 5.85*105 pb−1.

6.2 Overhead

The incident beam causes radiation damage in the frozen ammonia, which leads to the creation of
atomic hydrogen and other paramagnetic radicals in the target material. This provides an addi-
tional relaxation path for the nuclear spins, and the buildup of these free radicals leads to a gradual
decay of the target polarization. The concentration of these unwanted radicals can be reduced sig-
nificantly by annealing the target. The target material must be raise to of about 80-90K. Given the
proposed beam intensity and single rotating target cell, we expect to require an anneal about once
every 14 hours of beam time. The anneal time averages about 35 minutes but typically requires
about 2.5 hours from beginning to beam ready. Because of the single target load, we expect that
the material must be replaced once every 3 days of accumulated. A full shift is required to replace
the insert and perform a target calibration to be ready to run again.
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As of the calorimeter, our recent studies demonstrated that the integrated radiation load stays
low enough in the most exposed blocks of the calorimeter for the duration of the experiment and
no overhead is expected if we run in normal conditions.

Overhead Number Time Per (hr) total (hr)
Polarization/depolarization 60 2.0 120
Target Anneals 15 4.0 60
Target T.E. Calibrations 10 4 28
Packing fraction/Dilution runs 6 2 12
Target Material Change 8 4 32
NPS Crystal Recovery 1 24 24
BCM/BPM Calibration 8 2 16
Moller Measurements 1 1 42
Total Overhead 346 (14.4 days)

Table 6: List of contributing factors to the overhead time
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7 Conclusion

We are presenting this proposal as an update of our C2 conditionally approved proposal C12-18-
005 after PAC 48. We worked on improving the experiment, took into account the suggestions we
got and addressed the concerns brought up to us by previous PAC and TAC committee members.

Our goal is to measure transverse proton spin asymmetries for the TCS+BH reactions and their
azimuthal dependence in bins of φ (lepton plane vs reaction plane) and φS (proton spin direction
vs reaction plane), in different kinematic bins in ξ and t. The azimuthal study allows to disen-
tangle the Compton contribution from the TCS+BH interference term, which dominates in these
asymmetries. We presented a method for extracting Compton Form Factors and indirectly GPDs
out of these data, which we put in perspective of other potential TCS+BH measurements and
forthcoming DVCS+BH measurements at similar kinematics with a similar precision level. We
demonstrated the feasibility to extract CFFs and GPDs, with unprecedented accuracy, in particular
the poorly known but extremely important GPD E. The GPD extraction will be done in several ξ
and t bins, therefore we are drastically reducing the theoretical uncertainties on the value of real
parts of CFFs (dependent on resolutions mainly in ξ, but also in t), and in consequence the GPDs.
It is minimizing the systematic effects related to higher twists (dependent on the t range), and al-
lows to study these effects by comparing different bins in t.

This measurement will take place in Hall C, using a real photon source (Compact Photon
Source, CPS), electromagnetic calorimeters (Neutral Particle Spectrometer, NPS), recoil proton de-
tectors (Hodo/GEM-pack), and a transversely polarized proton target (NH3 UVa/JLab target).

The main physics goals of this experiment are:

1. Extraction of the CFF =E, and provide constraints on the GPD E of the proton and on the
quark angular momenta. It will contribute to the understanding of the nucleon’s partonic
spin structure.

2. Study of GPD universality and higher twist effects due to a unique comparison of results
from a spacelike (DVCS) and timelike process (TCS). Our experiment is not sufficient in it-
self to provide these studies and compare to the large data sets already available for the
DVCS+BH reaction to compare to. However, it is essential to bring enough precision in the
measurement of the GPD H extracted solely out of TCS+BH, in complement to unpolarized
and beam polarized precision measurements of TCS+BH in other experiment.

3. Complement experimental set of observables accessing GPDs due to two new independent
transverse target spin asymmetries, not measured in any other experiments in any Halls at
JLab, including DVCS+BH experiments.

We would like to emphasize again that our measurement will provide access to GPD E of the
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proton specifically. Other groups have emphasized in the past that GPD E can be extracted out
of DVCS+BH neutron measurements that have already been done in Hall B, but this statement is
incorrect: indeed, in that case, the GPD of the neutron is extracted, and can’t complement in itself
the data set of observables sensitive to proton’s GPDs, as we are intending to do.

We are taking advantage of the incredible expertise allotted to us from the NPS and CPS col-
laborations [47, 46]. The main hardware developments for the successful running of the proposed
experiment are the additional electromagnetic calorimeters, NPS, a recoil proton detector based on
GEM and a Hodoscope, as well as the CPS and the rotating target system.

The NPS collaboration will provide support for the necessary calorimeters. We will collaborate
with experts at UVA on optimization of our GEM trackers. The CPS and polarized target system
are both new and critical to the high intensity photon effort at Jefferson Lab. UVA, UNH and the
JLab polarized target group will provide the necessary polarized target support. The VT group, in
collaboration with ASNL, ODU, JLab will provide the hodoscopes for the tracking system. In total
we need 49.5 PAC days, of which 30 are for the physics data taking (see section 6).

60



A Some details on TCS+BH formalism

At fixed beam energy, we express the unpolarized target cross section as

d4σ

dQ′2dtdΩ
(γp→ p′e+e−) =

1

2π4
1

64

1

(2mNEγ)2
| TBH + T TCS |2,

where the | TBH+T TCS |2 term corresponds to the BH and TCS amplitudes, andmN is the nucleon
mass. The TCS amplitude reads

T TCS = − e
3

q′2
ū(k) γν v(k′) εµ(q)HTCS

µν , (6)

with, at the asymptotic limit,

HTCS
µν (7)

=
1

2
(−gµν)⊥

1∫
−1

dx

(
1

x− ξ − iε
+

1

x+ ξ + iε

)
.

(
H(x, ξ, t)ū(p′)/nu(p) + E(x, ξ, t)ū(p′)iσαβnα

∆β

2m
u(p)

)

− i
2

(ενµ)⊥

1∫
−1

dx

(
1

x− ξ − iε
− 1

x+ ξ + iε

)
.

(
H̃(x, ξ, t)ū(p′)/nγ5 u(p) + Ẽ(x, ξ, t)ū(p′)γ5

∆.n

2m
u(p)

)
,

where we used the metric:

(−gµν)⊥ = −gµν + p̃µnν + p̃νnµ , (8)

(ενµ)⊥ = ενµαβ n
α p̃β.

The GPDs entering Eq. 7 are proton GPDs, i.e. they read, in terms of quark flavors:

HTCS(x, ξ, t) =
4

9
Hu/p +

1

9
Hd/p +

1

9
Hs/p. (9)

We use the decomposition into GPDs and notations from Ji [4], and the GPD parametrizations
from the VGG model [53, 54, 7, 55], which are summarized in Ref. [9] and based on the Radyushkin
double- ansatz for the (x,ξ)-dependence [60, 61, 5] and on the Reggeized ansatz for the t-distribution [7,
55]. The BH amplitude can be expressed as

TBH = − e3

∆2
N̄ Γν N εµ(q) ū(k)

(
γµ

/k − /q
(k − q)2

γν + γν
/q − /k′

(q − k′)2
γµ

)
v(k′), (10)

where the 4-vectors q, k, k’ respectively correspond to the photon, the electron and the positron, N
is the nucleon spinor and ∆ is the proton momentum transfer. The virtual photon-proton electro-
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magnetic vertex matrix can be expressed as a function of Dirac (F1) and Pauli (F2) form factors

Γν = γν F1(t) +
iσνρ∆ρ

2mN
F2(t), (11)

We use the electric form factor parametrization from [62] and magnetic form factor parametriza-
tion from [63].

Analytic equations have been developed for the unpolarized and circularly beam polarized
TCS+BH [12]. According to this work, the squared TCS amplitude, summed over the initial and
final photon spin states is expressed as a function of CFFs, and is proportional to (using our nota-
tions) [12]

TCS2 ∝ (1− ξ2)
(
|H|2 + |H̃|2

)
− 2ξ2<

(
HE + H̃Ẽ

)
, (12)

−(ξ2 +
t

4m2
N

)|E|2 − ξ2 t

4m2
N

|Ẽ |2.

The dominant sin(φ) amplitude term (M−−) of the circularly beam polarized cross section decom-
poses into CFFs and FFs, and is proportionnal to [12]

M−− ∝ F1H− ξ(F1 + F2)H̃ −
t

4m2
N

F2E . (13)
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B CFF fitting method

Set of observables DVCS TCS DVCS+TCS # independent obs.
(DVCS/TCS/both)

1) σ, ∆σLU A, B, C A, B, C A, B, C 2/2/2
2) σ, ∆σLU , ∆σUL, ∆σLL B 4/4/4
3) σ, ∆σLU , ∆σUT (x2) B(∗) C B+C(∗) 4/4/4
4) σ, ∆σLU , ∆σUT (x2) 6/6/6
∆σUL, ∆σLL
5) σ, ∆σLU , ∆σUT (x2) 8/8/8
∆σUL, ∆σLL, ∆σLT (x2)
6) σ, ∆σLU , ∆σC x x 3 (DVCS)
6’) σ, ∆σ�U , ∆σLU x x 3 (TCS)
6”) 2) of DVCS + 3) of TCS x x B+C 6 (DVCS+TCS)

Table 7: Set of observables generated for DVCS and TCS, and number of independent observ-
ables in the fits. The letters in columns 2, 3, 4 indicate the Halls where these observables can be
measured. Bold C is our experiment.

All the distributions we generated and used for extracting the CFFs are shown on Fig. 29
(DVCS+BH) and 30 (TCS+BH). We combined these observable in various "sets" to reflect differ-
ent scenarios where we would only have data for the beam spin asymmetry (BSA), or for both
the BSA and unpolarized cross section, or for these 2 observables and the transverse target spin
asymmetries, etc. The sets we used for interpretation in this document are presented Table 7.

Rather than directly fitting the CFF, we extract coefficients of the generated CFFs values from
these observables. We limit the variation of all the coefficients during the minimization procedure
to stay in a range of [−5,+5] times the generated value. It allows for forcing the under-constrained
fits to converge, otherwise some of the fits parameter may take infinite values. Impact on uncer-
tainties is discussed in [69]. It may lead to ‘’double solutions” for some cases, however we can
easily discriminate the ‘’wrong” solution by either reproducing the fits within a different range if
generated values or by studying the correlation between the coefficients. The correct solution is
always stable, while the incorrect one is not. Wrongly extracted parameters are indeed strongly
correlated with the variation range limits (one CFFs takes the value of one limit and by correlation,
one or more other extracted CFFs are incorrect).

As shown on Fig. 31, the result of the fit (mean value) has a dependence on the parameter
starting value as randomly generated before performing the fit. The result fluctuates around the
generated value, while±1σ (min and max uncertainties) limits are the same. If we smear the gener-
ated cross sections and repeat the fits multiple times, we obtain broader distributions of the results
and limits. However, as shown Fig. 32, the limits remain very stable. Our conclusion on this effect
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is that when interpreting experimental data, we should consider the result being the min and max
limits of the CFFs rather than its extracted mean value (in the experiment, we cannot reproduce
the multiple different possibilities of smearing the cross sections in a single experiment). In this
work, our mean value, min and max uncertainties are the result of the fit by a gaussian function of
the multiple randomly generated instances.

Results, Interpretation In the main document (section 3.2), we are discussing our interpretations
on fitting several data sets for the DVCS+BH and TCS+BH reactions. Results on extracting CFFs
from Table 7 are shown Fig. 33. We extracted the CFFs from DVCS+BH only, TCS+BH only, and
combining the data sets. We reproduced the exercise for several kinematics and different scenarios
for the uncertainties and data smearing.

Propagation of experimental uncertainties to CFF results Since our experimental uncertainties
will be larger than the ones we set in the previous exercise (intending at showing sensitivities to
CFFs), we reproduced the fits of ‘’ case 3” (unpolarized, beam and transverse target polarized cross
sections) for several scenarios, for TCS+BH and for DVCS+BH. In the first attempt, we smeared
each 16 point of the distributions in φ assuming uncertainties of 3% on the unpolarized cross sec-
tions and 5% on polarized cross sections: δσunpol/σunpol=3%, δσpol/σpol=5% (notation: scenario
A). Then, we produced the following data sets: B: 5%, 7%; C: 7%, 10%; D: 10%, 14%; E: 14%,
20%; F: 20%, 28%; G: 28%, 38%. As shown Fig. 34, we can extract the same CFFs for all scenarios
(=H ,=H̃ ,=E, <H), with growing uncertainties. As for previous studies, the uncertainties from
DVCS and from TCS are of the same order of magnitude, and are generally smaller by 20% to
40% out of DVCS if we assume the same uncertainties on the observables. This observation should
be taken cautiously: Q2 (resp. Q′2) are not the same for the two reaction, and we always used a sig-
nificantly larger TCS Q′2. Our conclusion is that CFFs and particularly =E will be extracted even
for cases of large experimental uncertainties. This result can be extrapolated to other kinematics.
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Figure 29: Generated distributions for DVCS+BH process. First row: unpolarized cross section,
beam spin cross section difference, beam charge cross section difference. Second row: single target
spin cross section differences (target spin along x, y, z). Third row: double spin cross section
differences (target spin along x, y, z).
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Figure 30: Generated distributions for TCS+BH process. First row: unpolarized cross section,
circularly polarized beam spin cross section difference, longitudinaly polarized beam cross section
difference. Second row: target polarized cross section differences (target spin along x, y, z). Third
row: double beam and target polarized cross section difference (target spin along x, y, z).

66



0 20 40 60 80 100

fit
*H

tim
 g

en
.

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5 GraphGraph

Figure 31: Result for =H̃ of fitting 100 times the same distribution starting from a random value
for all CFF coefficients in [−5,+5]. We fitted simultaneously DVCS+BH unpolarized cross sec-
tion, beam spin and longitudinal target single and double polarized cross section differences. We
assumed uncertainties of 5%/bin and 7%/bin for the unpolarized and polarized cross sections,
respectively, for 16 bins in φ.
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smeared distributions of the same observables, and starting from a random value for all CFF co-
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DVCS+BH unpolarized cross section, beam spin and longitudinal target single and double polar-
ized cross section differences. Uncertainties: 5%/bin for unpolarized and 7%/bin for polarized
cross sections, with 16 bins in φ.
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Figure 33: Uncertainties on extracted CFFs for the sets of observables Table 7 (Kinematic bin 1).
Top: imaginary parts of H, H̃ , E, Bottom: real parts of H, H̃ , E.
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Figure 34: Uncertainties on extracted CFFs using pseudo-data for TCS (top panel) and DVCS
(bottom panel), with increasing uncertainties on fitted observables. We used for the fits: σunpol,
∆σLU , ∆σUx, ∆σUy.
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C Angular correlations in BH and analysis methods

C.1 BH angular distributions

The angular dependence of the lepton pair production can be understood with the BH propaga-
tors of eq.10. In the lab frame or in the γN CM frame, if one of the leptons is emitted along the
beam direction, one of the terms becomes very large. At these limits, one of the two BH diagrams
is largely dominant compared to the other one. One of the leptons takes most of the energy of
the virtual photon and is emitted at very low angle (∼ 0◦), while the other one is emitted at large
angle (∼ 180◦) with a very low momentum. The cross section drastically increases next to these
limits and sharp peaks are observed in angular distributions. Azimuthal distributions (φ) are also
strongly affected by this effect: one lepton going in the beam direction forces all particles to be
emitted in the same plane (see Fig. 3). The impact of this correlation between θ and φ is illus-
trated in Fig. 35, presenting distributions in φ, where θ has been integrated in asymmetric ranges
over θ (one diagram dominates). At these kinematics, the BH peaks are at θ ∼ 20◦ and θ ∼ 160◦,
explaining that the curve corresponding to 20◦ < φ < 30◦ presents the largest cross section. In
the perspective of experimental measurements, integrating calculations over a symmetric range
around θCM = 90◦, away from BH peaks, presents the advantage of having the same contribution
from the two diagrams in the integrated cross section while enhancing the statistic in each bin for
displaying distributions in other variables in the data.
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Figure 35: BH cross section as a function of φ at Q′2 = 5 GeV2, -t=0.3 GeV2, Eγ=9.5 GeV, and
integrated over θCM on various ranges (colored curves).

We expressed the cross sections as a function of the virtual photon CM frame electron angles φ
and θ. The angle φ is conserved in the boost from γN C.M. frame to γ∗ rest frame, while θ is not
conserved. It is correlated to θlab for a given Θγγ∗ angle (the angle between incoming and outgoing
photon). At Θγγ∗ larger than zero, the position of the peaks in the θCM distribution therefore de-
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pends on the kinematics (Eγ , t, Q’2). The correlation between Θγγ∗ and t at fixed Eγ and the Θγγ∗

dependence of the unpolarized cross section is displayed in Fig. 36. At small Θγγ∗ (tmin limit), the
peaks are observed for θ → 0◦ and θ → 180◦.
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Figure 36: Distribution in -t versus θγγ∗ (left panel, at Q’2=5 GeV2) and BH cross section as a
function of θγγ∗ (right panel, at -t=0.3 GeV2 and Q’2=5 GeV2). Both curves are calculated at Eγ=9.5
GeV. for 0 < φCM < 360◦ and 45◦ < θCM < 135◦.

C.2 Solutions for the analysis

With limited data statistics and resolution effects, measuring TCS+BH in the BH peak regions
would induce very large systematic uncertainties due to the very fast variations of the cross sec-
tions. To reproduce experimental conditions (limited statistics, broad kinematic range) and obtain
numerically the position of the BH peaks, we computed BH cross sections as a function of θ for
several fixed values of Eγ , t and Q’2. We integrated the cross sections over φwith a limited number
of steps (numerical integration in Gaussian quadrature starting from the lower edge of the bin).
We perfomed calculations and compared the results for two values of θ symmetric around θ = 90◦,
with 5◦ steps: by instance we compare the results for 85◦ and 95◦, for 80◦ and 100◦, etc.. The results
are the same for the 2 symmetric values in θ until approching the peaks. We defined values of θmin
and θmax, for which between these limits, the compared results have less than 5% differences. We
reproduced the same exercise for different values of Eγ , t and Q’2. Values of θmax for Eγ = 9.5

GeV, as a function of −t and Q′2 are displayed on Fig. 37. We reproduced the same exercise by
integrating cross sections over different ranges in φCM (0±10◦, 0 ± 20◦, 180◦ ± 30◦, etc.). We con-
clude that the peaks can be avoided by 2-dimensional cuts in φCM and θCM , which we appy in our
projections, such as:

• if (θCM<θmin and 150◦ < φCM < 210◦), the event has to be rejected,
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• if (θCM>θmax and −30◦ < φCM < +30◦, the event has to be rejected,

• otherwise the event can be kept and results can be fitted with reasonable systematic errors.

Further studies on angular correlations, impact on lepton kinematics and exclusivity can be found
in [89].
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Figure 38: Distribution in δX which shows a combination of signal to background events 1:3 (left)
as compared to a larger background contribution of signal to background events 1:10 (right). The
fit shows a clear distinction between the signal and background events in this distribution. This
demonstrates the practicality of resolving signal in the worst case scenario of ten times more back-
ground than signal.

Previous JLab experiments have shown that utilization of the two-body kinematic correlation
(co-planarity) between the recoil proton and the NPS detected particles can help in improved ex-
traction of the events of interest despite the competing background processes. In our case this is
the γp → pπ+π− and γp → pπ+π−X events corresponding to the miss-identification of charged
pions as the electrons from the TCS+BH decay. We first explore the list of all possible final states
that could have a similar final state including different topologies that can be miss-identified in the
NPS or Hodo/GEM-pack. There are many channels that contribute to the same final state but we
select a Q2 range that significantly reduces the cross section of the possible background for pe+e−.
We also study the possible miss-identification of both the proton in the GEM-pack and the e+ and
e− in the NPS. Our trigger, detector package and analysis process mitigates the majority of these
processes. The ones with still measurable contributions are listed in Table 8. The cross section at
middle Q2 value 7 GeV2 is indicated with the ratio of acceptance A1 of TCS to the background
in question. This is with our imposed analysis cuts but not with the additional constraints from
machine learning which are listed as A2. The estimated error to our asymmetry is also indicated
under the error column.

The π+ and π− are in multiple channels that can look very similar to our TCS (using the con-
servative NPS pion/e suppression ratio) so we still must carefully analyze the strength of these
backgrounds that slip through.

The reconstructed energy of the recoiled particle is used which is measured with both the
Hodo/GEM-pack. The NPS provide detection of the electrons/pions with energies range between
0.5-7.6 GeV with an energy resolution (1-2%), and coordinate resolution of (2-3 mm) with angu-
lar resolution of 0.5-0.75 mrad. For the GEMs the position resolution is better than on the tens of
micron level. The GEMs high granularity can be configured with our FPGA trigger for high-level
event selection. These combined high performance position resolution detectors help to provide
the needed information to select our exclusive process.

To optimize our signal extraction we also use a δX and δY cut on the GEM position. δX
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Channel Xsec (nb) A1 A2 (%) error
pJ/ψ → pe+e− 1× 10−4 1 0.9 0.2%
pX → pe+e− 1× 10−5 1 0.9 0.1%
pX → pe+e−π0 1× 10−4 0.7 0.4 0.1%
pψ′ → pe+e− 1× 10−6 0.2 0.1 0.1%
pρ→ pπ+π− 1× 10−2 0.01 0.002 0.2%
pω → pπ+π− 1× 10−5 0.01 0.002 0.1%
pρ′ → pπ+π− 1× 10−4 0.01 0.002 0.1%
pf2 → pπ+π− 1× 10−5 0.01 0.002 0.1%
γp→ pπ+π− 1× 10−2 0.01 0.002 0.1%
pX → π+π− 1× 10−5 0.0.005 0.00 0.1%
pX → π+π−π0 1× 10−5 0.005 0.00 0.1%

Table 8: Here will list the dilution factor estimates based on photoproduction cross sections of the
dominate background with kinematic sensitivity for four kinematic bins for pure ammonia (NH3)
as well as for the contribution from all materials (NH3+A), as well as the total with contribution
from packing fraction and target density in (Full). Errors contain contributions from both statistical
and systematic uncertainty estimates.

(δY ) are the different between the detected position in the GEM detector and the reconstructed
position. The reconstructed position assumes a vertex from the q-vector and recoil proton as the
central location in the target. There is then a co-planarity assumed between the q-vector and out
going proton. The proton mass in also assumed as the target and the outgoing recoil particle. This
gives us enough information to reconstruct the protons position on the first tracker layer face. All
three tracker can be use to study this to improve selection but here we are using the first layer as
an example.

In this same way we can study the distribution in the Mandelstam variables S, T , and U with-
out photon beam detection. This also allows us to look at the photon beam distribution and select
kinematic cuts on photon energy within our reconstructed resolution. This provides a way to study
our results in photon energy bins. We can also study our data in Q2 bins directly provided directly
from the NPS.

In our case this is the γp → pπ+π− and γp → pπ+π−X events corresponding to the miss-
identification of charged pions as the electrons from the TCS decay. Because of the similarity
in the phase space of these processes with our TCS/BH signal contributions it is difficult make
clean separate and can lead to a substantial contribution to the overall systematic uncertainty. One
significant advantage of the deployment of a pure photon source is that many other channels to the
background are naturally suppressed. However we are still susceptible to the photoproduction of
pions with cross sections that are large relative to TCS/BH.

The NPS can suppress a significant fraction of the pion background using standard shower
profile particle identification between electron and charged pions. This is estimated to be about
5 × 10−4 using basic cluster pattern discrimination combined with the particle momentum deter-
mination in order to achieve critical rejection factors. When optimized using multivariate classifi-
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cation in the shower profile an additional suppression of pions is possible by more than a factor of
5. In our studies we use the conservative value listed above.

Our goal in signal extraction is to optimize our cut efficiently to reduce the amount of non-
TCS background while preserving as much TCS/BH as possible. If after our standard kinematic
constrains on angle, Q2 range, and PID selection in both the NPS and GEMs we isolate our signal
and the remaining contamination from the dominating background. For all kinematics that ratio
of signal to background ranges from 3 to 10 as can be seen from the results of the Monte Carlo
simulation in Figure 38. The final step would be to cut on δX and δY which leave a background
dilution (dπ) of around 30% defines as,

dπ =
NTCS

Nπ +NTCS

. Both the polarized target dilution (f ) and dπ we want as close to unity as possible. These factors
adversely affect the statistical accuracy of our measurements. We list the resulting dilution factors
in Table 9. We separate these two dilution factors because the target dilution factor is intrinsic
to the target like the unwanted nitrogen and other materials in the beam-line. The background
dilution is primarily due to limitations in PID and not intrinsic to the polarized target. The pions
that interact with the target nitrogen or beam windows or other materials are counted in the target
dilution.

Q2-bin < Q2 > NH3 NH3+A Full
f dπ f δf (%) δf(%)

4.0 -5.6 4.9 0.198 0.33 0.197 0.5% 2.3%
5.6 - 7.1 6.3 0.210 0.35 0.210 0.7% 2.5%
7.1 - 8.3 7.8 0.205 0.32 0.203 0.9% 2.6%
8.3 - 9.0 8.4 0.209 0.34 0.207 1.9% 2.8%

Table 9: Here will list the dilution factor estimates based on photoproduction cross sections of the
dominate background with kinematic sensitivity for four kinematic bins for pure ammonia (NH3)
as well as for the contribution from all materials (NH3+A), as well as the total with contribution
from packing fraction and target density in (Full). Errors contain contributions from both statistical
and systematic uncertainty estimates.

The pion can also be produced from bound protons in nitrogen. Motion of the nucleons in
nuclei, and FSI, reduce dramatically the dilution of TCS events. The nuclear pion process was
investigated by using E99-114 data obtained from an aluminum target. We found that at conditions
similar to those proposed here, pions produced from nuclei increase the dilution factor by less than
10

In order to optimize the final cut we use the distributions in Q2, S, T , U , dX and dY to build
a feature space for an artificial deep neural network classifier, see Fig. 39. Recent developments
in machine learning have shown that these networks are capable of learning complex, non-linear
relations when trained on a sufficiently large amount of training data. This is exceedingly so with
deep networks with several hidden layers and a large number of neurons in each layer. We employ
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these techniques here only as a demonstration that the background evens in the most conservative
estimates are manageable and that there are tools available to maximize our statistical significance
with the requested beam time. Distribution in the feature space defined by our kinematic variables
shown in Fig. 39 are used in our classification analysis. The red blue show the more narrow signal
distributions which indicate the advantage of our right position resolution detector configuration.
The red indicates the broader background, especially seen in the δX and δY distributions.

D.1 Deep Learning Method

The deep neural network implementation provides an optimized implementation of feed-forward
multilayer perceptrons that can be efficiently trained for the classification of signa and background
using deep neural networks. We use the stochastic batch gradient descend with a sigmoidal acti-
vation function, now quite common in artificial neural networks. In each training step the weights
W k
ij and bias terms θki of a given layer are updated using,

W k
i,j →W k

i,j − α
∂J (xb,yb)

∂W k
i,j

θki → θki − α
∂J (xb,yb)

∂θki
.

(14)

In this iteration J (xb,yb) is the loss function corresponding to the randomly chosen input batch xb

and expected output yb. Loss can be impose by the weight terms W ij at each layer. The training of
the deep neural network is performed in one or multiple training phases. A training phase ends
when the test error did not decrease for a user-specified number of epochs. We generate the back-
ground and signal channel imposing the appropriate resolutions from detector/reconstruction.

The training batch is randomly selected and without replacement from the set of training sam-
ples. The training of the deep neural network is performed over multiple training phases. A train-
ing phase ends when the test error did not decrease for 10 epochs assuming a natural descending
trend.

A validation data set is used to determine the bounds of over-training. This is also a standard
technique which requires sampling over the data set randomly to select non-biased Monte Carlo
that can be compared to the evaluation set. The training set and a sub-training set are used to
compute the gradient and update the weights while the validation set is used to compute the error
and to check for convergence.

In order to study the quality of our input variable we look at the correlation matrix for our
feature space (Fig. 40 (left)) which show that the only strong correlation is between S and U

otherwise all these variable are contributing significantly to the classification. The classification
response is shown (right) indicating that the background can significantly be reduced with a cut
in the response. These resulting distributions of background and signal with an event by event
response weight allows a cut based on the classification analysis of the deep neural net. Further
analysis provides the optimal cut along the response.
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Figure 39: Distributions in Q2, S, T , U , dX and dY used build a feature space for a artificial deep
neural network classifier. The blue signal distributions generally shows more narrow distributions
which indicate the advantage of the position resolution of our detector configuration. The red
distributions indicates the broader background, especially seen in the δX and δY distributions.
These distributions are shown before detector acceptance cuts for simplicity.
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Figure 40: The correlation matrix for our feature space (left) which show that the only strong corre-
lation is between S and U otherwise all these variable are contributing significantly to the classifi-
cation. The classification response is shown (right) indicating that the background can significantly
be reduced with a cut in the response.

77



The cut efficiencies and optimal cut value from the DNN classification analysis can be calcu-
lated with the resulting DNN response information. The signal and background efficiency as well
as the signal purity and purity time efficiency are along with the statistical significance shown in
green are all shown in Fig. 41. These efficiencies have a dependence on the amount of signal to
background present. Here we are showing the example of equal amounts of signal to background.
The results indicate that a cut 0.29 will maximize the statistical significance.
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Figure 41: The cut efficiencies and optimal cut value from the DNN classification analysis. The
signal and background efficiency as well as the signal purity and purity time efficiency are all
shown with the statistical significance shown in green.

After we preform this analysis with cut optimization for the ratio of signal and background on
the same set of bin we improve our experimental dilution factors as shown in Table 10. This same
DNN optimized cut is used to produce the final acceptance ratio As listed in Table 8.

Q2-bin < Q2 > NH3 NH3+A Full
f dπ f δf (%) δf(%)

4.0 -5.6 4.9 0.200 0.66 0.196 0.5% 2.3%
5.6 - 7.1 6.3 0.211 0.73 0.210 0.7% 2.5%
7.1 - 8.3 7.8 0.208 0.75 0.203 0.9% 2.6%
8.3 - 9.0 8.4 0.211 0.68 0.208 1.9% 2.8%

Table 10: Here will list the dilution factor estimates after our DNN analysis based on photopro-
duction cross sections of the dominate background with kinematic sensitivity for four kinematic
bins for pure ammonia (NH3) as well as for the contribution from all materials (NH3+A), as well
as the total with contribution from packing fraction and target density in (Full). Errors contain
contributions from both statistical and systematic uncertainty estimates.

After the cut DNN efficiency has been optimized the dilution factor is reevaluated again. Table
10 will list these new dilution factor estimates with kinematic sensitivity for four kinematic bins for
pure ammonia (NH3) as well as for the contribution from all materials (NH3+A), as well as the total
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Figure 42: Differential cross sections dσ/dmπ+π−(γp → π+π−p) as function of mπ+π− for fixed Wγp = 30
GeV and integrated over the range -1 GeV2 ≤ t ≤ 0. The full model, non-resonant contributions and the
contributions from the resonances ρ(770), ω(782), ρ(1450) and f2(1270) are shown.

with contribution from packing fraction and target density in (Full). Errors contain contributions
from both statistical and systematic uncertainty estimates.

D.2 Background contributions

D.2.1 Pion background

Even after pion suppression from the NPS we still must contend with the charged pion back-
ground. To estimate the contribution to our background from γp → π+π−p we produce at gen-
erator containing the necessary physics and kinematics overlapping with TCS. We encoded the
cross sections and angular distributions from [97] for the numerical evaluation. In the model used
in this work many of the parameters are well constrained for the kinematics up to Q2 < 4 so an
extrapolation is made for our kinematics of interest Q2 = 4 − 9 GeV2. The calculation is based on
a model of high energy scattering with the exchanges of photon, pomeron, odderon and reggeons.
The pomeron and the C = +1 reggeons are described as effective tensor exchanges, the odderon
and the C = -1 reggeons as effective vector exchanges. Also used is a gauge-invariant version of
the Drell-Soding mechanism which produces the skewing of the ρ-meson shape. Starting from the
explicit formulae for the matrix element for dipion production an event generator was developed
which comprises all contributions mentioned above and includes all interference terms. There is
details information on the total and differential cross sections and a well as interference of C = +1

and C = −1 exchange contributions. In the model used many of the parameters are well con-
strained for the kinematics up to Q2 < 4 so an extrapolation is made for our kinematics of interest
Q2 = 4 − 9 GeV2 under the parameterization using −t < 1 GeV2 and Wγp = 3.3 − 4.6 GeV. In
the extrapolation we do not make any attempt to fit the parameters to data but for region of large
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uncertainty the more conservative cross section values provided by the experimental data of the
ρ photoproduction are used [98]. This is likely an over estimate of the background for some of
our kinematics. In general the magnitude and qualitative features of the full set of reactions are
preserved in the generator. The dominating contributions are from the ρ(770), ω(782), and non-
resonance channel, and then lesser so by ρ(1450) and f2(1270). We attempt to do a complete study
of all γp → π+π−p channels and overlapping γp → π+π−X , where X maybe a K+ or something
else miss identified as a proton. There are near negligible contributions from excited state from K∗

and excited state baryons that have necessary charged pions in their final state. There are also less
than significant contributions from charm mesons decays.

Figure 42 shows the differential cross sections dσ/dmπ+π−(γp→ π+π−p) as a function ofmπ+π−

for fixed Wγp = 30 GeV and integrated over the range −1 ≤ t ≤ 0 GeV2. The full model, non-
resonant contributions and the contributions from the resonances ρ(770), ω(782), ρ(1450) and
f2(1270) are shown. Note that most cross section go down slightly for our kinematic range of
Wγp = 3.3− 4.6 GeV except for the ρ. However even the ρ tappers out for increasing Q2 when TCS
is more relevant. See discussion on dilution factor for the final background contributions after all
kinematic constraints.
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E Projections for all kinematic bins

E.1 Transverse target spin asymmetries in 8 φS bins for 7 kinematic bins

Fig. 43 to 49 present the transverse target spin asymmetries as a function of φ and φS for different
kinematic bins. For all these figures, we took account the acceptance of the setup (section 4.4. We
applied the analysis, acceptance and phase-space cuts as described in section ??. For each figure
sub-panel, the statistic uncertainties are represented and correspond to an integrated luminosity of
5.85 ∗ 10e5 pb−1 for photons such as 5.5 < Eγ < 11 GeV. Our observations and interpretations are
based on the results for −t > 0.2 GeV2 only, as for lower -t we may be biased by the magnetic field
effects and smaller acceptance. Each figure contain 8 panels, corresponding to respectively bins in
0 < φS < π/8, π/8 < φS < π/4, π/4 < φS < 3π/8, 3π/8 < φS < π/2, 5π/8 < φS < 3π/4,3π/4 <
φS < 7π/8, 7π/8 < φS < π.
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Figure 43: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 1: 0.1 < ξ < 0.15 and 0.1 < −t < 0.2 GeV2.
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Figure 44: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 2: 0.15 < ξ < 0.22 and 0.1 < −t < 0.2 GeV2.
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Figure 45: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 3: 0.1 < ξ < 0.15 and 0.2 < −t < 0.4 GeV2.
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Figure 46: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 4: 0.15 < ξ < 0.22 and 0.2 < −t < 0.4 GeV2.
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Figure 47: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 5: 0.22 < ξ < 0.35 and 0.2 < −t < 0.4 GeV2.
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Figure 48: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 6: 0.15 < ξ < 0.22 and 0.4 < −t < 1 GeV2.
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Figure 49: AUT versus φ (16 bins) for 8 bins in φS (8 panels). Uncertainties account statistics and
target polarization and dilution. Kinematic 7: 0.22 < ξ < 0.35 and 0.4 < −t < 1 GeV2.
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E.2 Figures of merit for the target spin asymmetry in 8 φS bins and for 8 kinematic
bins

We defined the figures of merit for the asymmetries as

F.O.M. = N ∗A2, (15)

where N is the number of events including the acceptance and analysis cuts, and A2 the size of
the asymmetry. We neglect the background contribution and polarization transfer factor in this
definition. FOM are displayed Figs. 50 to 56, corresponding to 7 kinematic bins (7 figures). Each
figure contain 8 panels, corresponding to respectively bins in 0 < φS < π/8, π/8 < φS < π/4,
π/4 < φS < 3π/8, 3π/8 < φS < π/2, 5π/8 < φS < 3π/4,3π/4 < φS < 7π/8, 7π/8 < φS < π.
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Figure 50: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.1 < ξ < 0.15 and .1 < −t < 0.2 GeV2.
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Figure 51: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.15 < ξ < 0.22 and .1 < −t < 0.2 GeV2.
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Figure 52: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.1 < ξ < 0.15 and 0.2 < −t < 0.4GeV 2.
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Figure 53: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.15 < ξ < 0.22 and 0.2 < −t < 0.4GeV 2.
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Figure 54: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.22 < ξ < 0.3 and 0.2 < −t < 0.4GeV 2.
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Figure 55: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.15 < ξ < 0.22 and 0.4 < −t < 1 GeV2.
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Figure 56: Figures of merit for the single transversely polarized target spin asymmetries in bins of
φS (different panels), as a function of 16 bins in φ and for 0.22 < ξ < 0.3 and 0.4 < −t < 1 GeV2.
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E.3 Combined statistic uncertainties on sin(φ− φS) moments

Even thought our goal is to extract the CFFs from direct fits rather than measuring moments, we
can get an estimate of our expected uncertainties by looking at the projected uncertainties on the
dominant sin(φ − φS) moments. We can relate these projections to the uncertainties on CFFs as
discussed in section 3.2. Since there are only two independent target spin asymmetries and we
will fit simultaneously orthogonal bins, we can do a ‘’naive” error estimate by combining the non-
orthogonal bins. We define δA///A// as the combination of relative errors for distributions with
φS < 90◦, and similarly δA⊥/A⊥ with φS > 90◦. We display Fig 57 the relative uncertainties for
each of our kinematic bins (x-axis), with 2 points for each bins, corresponding to δA///A// and
δA⊥/A⊥, respectively.
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Figure 57: Relative uncertainties (y-axis) as defined in the text on the combined sin(φ − φS)
moments. For each kinematic bin (x-axis), 2 points are displayed, corresponding to δA///A// and
δA⊥/A⊥, respectively.
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