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Outline

• LHC, ATLAS, CMS, and ALICE, in brief

• The heavy ion beam in LHC

• First physics results



LHC



Large Hadron Collider 

• Collides protons with protons, 7 TeV each direction, total 
14 TeV

• p-p luminosity: starting with 1031 cm-2s-1, then increasing to 
1033, then 1034

• Collides heavy ions: Pb-Pb at total 5.5 TeV/nucleon

• Pb-Pb design luminosity: 1027 cm-2s-1

Current status: 
p-p running at 7 TeV total, 2x1032 cm-2s-1

Pb-Pb running at 2.8 TeV/nucleon total, 3x1025 cm-2s-1





The LHC Accelerator Layout

• 1232 superconducting dipole 
magnets, 8.33 Tesla, 11700 A 
at 1.9 K

• in total, dipoles contain 7600 km 
of 36-strand braided 
superconducting cable weighing 
1200 tons 

• 27 km circumference

• 362 MJ per beam

• Bunch crossing rate ~40 MHz 
(25 ns bunch spacing)

• 2808 bunches in each ring, 1011 
protons per bunch



Large Hadron Collider - View in Tunnel
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Collider cycle: inject, ramp, squeeze, collide

Achieved p-p luminosity of 2E32 - next barriers may be ‘electron 
clouds’ and unexplained emittance blowup.

– Strong vacuum and e-cloud activity with 50 ns beams for 
trains of 24 and 36 bunches.

– Trains of 24/36 bunches with 50 ns spacing could barely be 
injected, and could not be ramped.

–  Success when scrub (‘clean’) the vacuum chamber with beam
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Vacuum	
  Pressure	
  vs.	
  24b	
  Train	
  Spacing
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Emi7ances	
  for	
  Diff.	
  Bunches	
  (24b	
  Trains)
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Also	
  big	
  emi7ance	
  blow-­‐up	
  measured	
  for	
  36b	
  trains
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OpIcs	
  Measurements	
  for	
  Heavy	
  Ions
• Very	
  similar	
  to	
  proton	
  opIcs	
  (at	
  injecIon,	
  at	
  flat	
  top,	
  before	
  and	
  aQer	
  squeeze)
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At	
  injecIon	
  (450	
  Z	
  GeV) AQer	
  squeeze	
  (3.5	
  Z	
  TeV)

• Emi7ances	
  at	
  injecIon	
  around	
  1-­‐2	
  µmrad	
  (with	
  Pb-­‐γ,	
  factor	
  2.5	
  smaller	
  than	
  p-­‐γ).
• Emi7ances	
  on	
  flat	
  top	
  1.5-­‐3	
  µmrad



ATLAS, CMS, ALICE



4558 members
170 institutions

40 countries
700 students





Layers and Angle (η) Coverage in ATLAS

η = -ln(tan(θ/2))
10° 1° 0.1°170°179°179.9°



ApprovedPlotsATLASDetector
ATLAS Detector Status

ATLAS Detector Status
Subdetector Number of Channels Approximate Operational Fraction

Pixels 80 M 97.4%

SCT Silicon Strips 6.3 M 99.2%

TRT Transition Radiation Tracker 350 k 98.0%

LAr EM Calorimeter 170 k 98.5%

Tile calorimeter 9800 97.3%

Hadronic endcap LAr calorimeter 5600 99.9%

Forward LAr calorimeter 3500 100%

LVL1 Calo trigger 7160 99.9%

LVL1 Muon RPC trigger 370 k 99.5%

LVL1 Muon TGC trigger 320 k 100%

MDT Muon Drift Tubes 350 k 99.7%

CSC Cathode Strip Chambers 31 k 98.5%

RPC Barrel Muon Chambers 370 k 97.0%

TGC Endcap Muon Chambers 320 k 98.6%

Notes:
Muons do not include the EE chambers (under installation)

Major updates:
-- TomLeCompte - 01 Aug 2009
-- PippaWells - 13 Aug 2009 (fixed typo) -- ChristopheClement - 2009-09-22 (updated following email

TWiki >  Atlas Web > AtlasResults > ApprovedPlotsATLASDetector
(25-Jun-2010, Marzio_2eNessi_40cern_2ech)



• 25 m diameter 

• 46 m total length

• 7000 tons weight

• ~3000 km of cables

• Installed just across from the CERN main 
site, 92 meters below ground

• ATLAS cavern: 55 m long, 32 m wide, 35 m 
high: detector assembled in situ

Control room

Main surface 
building SX1



Candidate for 
Z→μμ decay
pT(μ+) = 45 GeV
η(μ+) = 2.2
pT(μ-) = 27 GeV
η(μ-) = 0.7
mμμ = 87 GeV
Collected on 10 May 2010.



5.2 K0
S Studies
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Figure 8: The K0
S candidate mass distribution using impact parameter and life-

time selections. The simulated signal and background are separately normalized
to the data.

The momentum scale and resolution of the tracker, and energy loss with in,
were all investigated by studying the K0

S to π+π− decay. The reconstruction
requires pairs of oppositely-charged particles compatible with coming from a
common vertex. This vertex, in the transverse plane, must be more than 0.2 mm
from the primary vertex. The cosine of the angle between the flight path relative
to the primary vertex and the momentum vector of the candidate, cos θK , is
required to exceed 0.8. The invariant mass distribution, calculated assuming
that both charged particles are pions is shown in Fig. 8. The simulated signal
and background are separately normalized to the data, and the position and
width of the K0

S mass peak are fitted using a Gaussian. The peak in data is at
mππ = 497.5± 0.1 MeV, in agreement with the PDG average [14].

In order to test the momentum scale and resolution of the detector the
reconstructed pions in the simulation are adjusted by parameters µtr, which
scales the 1/pT, and σtr, a Gaussian smearing on µtr. The values of these
parameters which best fit the observed K0

S mass and width in the barrel region
are µtr = 1.0004± 0.0002 and σtr = 0.0040± 0.0015. Thus the momentum scale
for these barrel charged particles is known at better than the one per mille level,
which is as expected from the accuracy of the solenoid magnet field-mapping
performed before installation of the inner detector [15]. This, and subsequent
K0

S studies, use a tighter cut of 0.99 on cos θK .
In the end-cap regions there is evidence for a degraded resolution, especially

at low momentum. Charged particles with pT below 500 MeV require a σtr of
0.024±0.004 and 0.022±0.004 in the negative and positive end-caps, respectively,
to match the data, suggesting some material is missing in the description of the
end-caps. The momentum scale in the end-caps is compatible with the nominal
within errors of 1 to 2 per mille.

10

K0 decay reconstructed
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Figure 10: The dE/dx measured in data as a function of momentum.

loss. The simulation shows that after re-fitting the kaon momenta are underesti-
mated by up to 10 MeV and a corresponding correction is applied. This changes
the reconstructed φmass by approximately 0.3 MeV. All oppositely charged par-
ticle pairs where both momenta, reconstructed under the kaon hypothesis, are
below 800 MeV are considered.
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Figure 11: The measured and simulated mass spectra of K+K− pairs. The
φ peak is fitted with a Breit-Wigner with a fixed width convoluted with a
Gaussian. Both kaons must be identified through the dE/dx measurement.

Figure 11 shows the resulting mass distribution for the K+K− candidate
pairs, selected using charged particles with 200 < pT < 800 MeV and a kaon
dE/dx tag. The selection cuts were chosen to yield optimal signal significance
on simulated events; a measure which was greatly improved using the dE/dx
information.
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Particle ID through dE/dx
(pixel tracker)

1

10

210

310

Momentum [MeV]
0 100 200 300 400 500 600 700 800

]2
 c

m
-1

dE
/d

x 
[M

eV
 g

0
1
2
3
4
5
6
7
8
9

10
ATLAS

=0.9 TeV)s2009 Data (

Figure 10: The dE/dx measured in data as a function of momentum.

loss. The simulation shows that after re-fitting the kaon momenta are underesti-
mated by up to 10 MeV and a corresponding correction is applied. This changes
the reconstructed φmass by approximately 0.3 MeV. All oppositely charged par-
ticle pairs where both momenta, reconstructed under the kaon hypothesis, are
below 800 MeV are considered.
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Figure 11: The measured and simulated mass spectra of K+K− pairs. The
φ peak is fitted with a Breit-Wigner with a fixed width convoluted with a
Gaussian. Both kaons must be identified through the dE/dx measurement.

Figure 11 shows the resulting mass distribution for the K+K− candidate
pairs, selected using charged particles with 200 < pT < 800 MeV and a kaon
dE/dx tag. The selection cuts were chosen to yield optimal signal significance
on simulated events; a measure which was greatly improved using the dE/dx
information.
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Identified φ mesons from 
φ→K+ K- decay
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Christophe Clement Physics at LHC,  DESY, June  9th, 2010  !  ATLAS First Physics Results 

Goal: Test performance of the ATLAS ID and tracking software 

Systematics are under study 

Basis for more advanced B-physics analyses  

  eg. including cascade decay of heavy baryons... 

Quantity (MeV) ATLAS (stat only)  PDG (stat(+)syst) 

!"#$%&& 1322.22±0.07 1321.71±0.07 

'"#mass 1672.78±0.33 1672.45±0.29 

()*+,-.##$%&& 892.1±0.7  891.66±0.26 

()*+,-.##/0123 49.8±2.1        50.8±0.9 

Reasonable agreement at this stage with PDG 09 See also talk by Jed Biesiada 

5  

Motivations 

Study fragmentation model of strange quarks,  !"#!" ratio 

Look for flaws in material modelling 
Test the magnetic field modelling of the ID 

Check the alignment,... 

Selections (L~190 µb-1 ) 

Oppositely charged tracks, pT > 100 MeV,  
Decay vertex fit, Transverse distance LT between PV and $%

"&'!"'!"#'''

cos(line of flight, momentum $%
&'(')"')~1 

•! ATLAS measurements have only statistical errors at the moment 

•! Reasonable agreement of the fitted masses with PDG values  
=> Good accuracy of the momentum scale  

=> Good modelling of the ID 2T solenoid field (0.4mT map) 

•! Proper decay time agreement in Ks
0  

=> excellent modelling of track efficiency and !p/p versus R   

      No efficiency or acceptance corrections yet 

Basis for future production and cross section measurements  

$()*+,-.%'/0'$%
"',)1'!"',2'3%45'6*7 

Christophe Clement Physics at LHC,  DESY, June  9th, 2010  "  ATLAS First Physics Results 

_ 

Ks
0 # $+ $- 

$
%
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89$%
": 

PV 
LT 

)&# p $- 

|M(Ks
0)-M(PDG)|<20 MeV  
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Clean signals from D*+ , D0, D+, Ds
+ , are observed in L=1.4nb-1, mass fits in reasonable agreement with PDG  
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Clean signals from D*+ , D0, D+, Ds
+ , are observed in L=1.4nb-1, mass fits in reasonable agreement with PDG  
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Figure 30: Diphoton invariant mass spectrum with tighter selection criteria to
extract the η peak with the fit superimposed to the data. The Monte Carlo
simulation sample is normalized to the number of entries in the distribution for
data.

This can be achieved by adding the following criteria to the π0 analysis:

• Tighter kinematic selections: Ecluster
T > 800 MeV, ppairT > 2200 MeV.

• A track veto: no track, extrapolated into the calorimeter, should be within
−0.1 < (φclus −φextr) < 0.05 and |ηclus − ηextr| < 0.05 of the cluster being
considered.

The diphoton invariant mass spectrum of this sample is shown in Fig. 30 for
both data and Monte Carlo. In addition to the π0 peak, the η → γγ signal can
be observed on top of the combinatorial background. The mass spectrum was
fitted using the sum of a Gaussian and a Crystal-Ball function with the same
mean for the π0 peak, a Gaussian for the η peak and a 4th order Chebyshev
polynomial for the background. The π0 and background shape parameters are
taken from the Monte Carlo simulation while their normalizations are free in
the fit, as are the parameters of the Gaussian describing the η peak.

As can be seen from Fig. 30, the number of η candidates per photon pair
agrees between the data and the Monte Carlo simulation. The η mass extracted
from the data, 527 ± 11 (stat) MeV, agrees with the mass obtained using the
same fitting function on the Monte Carlo simulation, 544 ± 3 (stat) MeV, within
the statistical and energy scale uncertainties.

7 Jets

Many of the final states which will be studied in high energy collisions contain
jets of hadrons produced by strong interactions. The ATLAS analysis chain
applies the same jet algorithm to the 0.9 TeV and 2.36 TeV collision data and to
the Monte Carlo simulation. The following comparison between data and Monte
Carlo simulations should not be taken as a precise analysis of the underlying
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Figure 28: Distribution of conversion candidate radius, (a), and η, (b). The
points show the distribution for data; the open histograms, the total from the
Monte Carlo simulation and the filled component shows the expected contri-
bution of true photon conversions. The contribution from the Dalitz decays of
neutral mesons is shown in sub-figure (a). The Monte Carlo simulation is nor-
malized to number of conversion candidates in the data, although in subsequent
analysis normalization is to the number in the beam pipe.

6.8.2 π0 Mass Fit

The invariant mass distribution of the photon pairs is shown in Fig. 29 for
both data and Monte Carlo. The diphoton mass distribution is fitted using a
maximum-likelihood fit. The signal is described by the sum of a Gaussian and
a “Crystal-Ball function” [18], which are required to have the same mean. The
combinatorial background is described with a 4th order Chebyshev polynomial.
The parameters of the signal and the background normalization are varied in
the fit to the data, while the parameters of the polynomial were extracted from
the Monte Carlo.
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Figure 29: (a) Diphoton invariant mass distribution for the π0 selection for
data and Monte Carlo. The Monte Carlo is normalized to the same number of
entries as the data. (b) Invariant mass distribution from one converted and one
unconverted photon. The data are represented by points and the Monte Carlo
simulations are shown as histograms.
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Reconstructed 
neutral pions

Reconstructed 
eta mesons

(tighter cuts - greater cluster 
energy and hit energy, no nearby 

track hits)



Jets at 7 TeV

J/ψ from muon systems



ATLAS Detector - Grid

ATLAS simulation and data 
analysis require the resources 

of the LHC Computing Grid

• Raw data + processed data + 
simulation > 550 Mbytes/s 

• Data processing + event 
simulation needs 20,000 
processors full time

grid status at: http://goc.grid.sinica.edu.tw/gstat/index.html

http://goc.grid.sinica.edu.tw/gstat//index.html
http://goc.grid.sinica.edu.tw/gstat//index.html


Tier 1 

140 Tier 
2 sites in 32 

countries

Nov 
13:



ATLAS Trigger



ATLAS p-p Physics

Increase in energy of factor of 7 over previous machine 
(Tevatron)

Larger cross sections, access to much larger particle masses 

• Discovery: Higgs, SUSY, Technicolor, other new Physics 
Beyond the Standard Model, mini black holes, extra 
dimensions, dark matter...

• Precision: Top quark, W/Z, rare decays, other QCD...

• Technical: Jet physics, complex event topology, triggering, 
flavor tagging...



The Experimental 
Challenges

Interesting cross sections 
are often small

Large QCD backgrounds 
have theoretical 

uncertainties factor 3-4



!

!"#$%&'&(')*$+'$',&$-.!!"#$%&'&(')*$+'$',&$-.!

!"#$
%&'(()*+

,-./01-2
%345)*62'7829:(4;6+

1!2/'*<(4=):)(2%1/.>+ ?'8(<72/'*<(4=):)(2%?/.>+

!"#$2
%178@';6+2

A<(B'(82/'*<(4=):)(
%?A+

&)'=29@47:4**':<( /<C7:)(62%&9/+



The HI beam in LHC



First ramp to full energy was 
on Nov 5

First collisions were on Nov 7

Duration of physics data-taking 
~ 4 weeks

Schedule
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Key Parameters of LHC Pb 
from LHC Design Report

Parameter Units Early Beam Nominal 

Energy per nucleon TeV 2.76 2.76

Initial ion-ion Luminosity L0  cm-2 s-1 ~ 5 ×1025 1 ×1027

No. bunches, kb 62 592

Minimum bunch spacing ns 1350 99.8

β* m 1.0 0.5 /0.55

Number of Pb ions/bunch 7 ×107 7 ×107

Transv. norm. RMS emittance µm 1.5 1.5

Longitudinal emittance eV s/charge 2.5 2.5

Luminosity half-life (1,2,3 expts.) h 14, 7.5, 5.5 8, 4.5, 3

At full energy, luminosity lifetime is 
determined mainly by collisions 
(“burn-off” from ultraperipheral 
electromagnetic interactions)

Do something like 
this but at 

reduced energy 
in 2010

Probably 
unattainable 

without “cryo-
collimators” at 

least
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Target luminosity in 2010 vs. “Nominal”

33

Early (2010/11) Nominal

√sNN  (per colliding nucleon pair) TeV 2.76 5.5

Number of bunches 62{137} 592

Bunch spacing ns 1350{600} 99.8

β* m 3.5 0.5

Pb ions/bunch 7 x 107 7x107

Transverse norm. emittance µm 1.5 1.5

Initial Luminosity (L0) cm-2s-1 0.7{3} × 1025 1027

Stored energy (W) MJ 0.2 3.8

Luminosity half life (1,2,3 expts.) h τIBS=7-30 8, 4.5, 3

Caveat: assumes design emittance
Initial interaction rate: 50-100 Hz (5-10 Hz central collisions b = 0–5 fm)

 ~108 interaction/106s  (~1 month)

In 2010: integrated luminosity 1-3 {8} μb-1 



J.M. Jowett,  LHC Programme Coordination, 6/9/2010

Collimation setup

 Collimation of heavy ions very different from 
protons 
–Nuclear interactions (hadronic fragmentation, EM 
dissociation) in primary collimator material.

–Staged collimation principle does not work.
 Set-up a single stage collimation system

–Only primary collimators are effective
–Retract secondaries (a little or completely)
–Setup of TCPs, TCTs adjusted for orbit etc at 

 Injection
 Pre-collision
Collision

–Shorter time than for p-p 

34
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Rapid	
  and	
  Successful	
  Commissioning
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Physics Results
Spacetime Evolution of a HI Collision

7/30/2010 EIC at CUA 7

t = - t = 0 t = 1 fm/c t = 3 fm/c t = + t = 4 fm/c

Initial State Initial Overlap Thermalization QGP Hadronization Hadron Gas

At RHIC

Nontrivial to learn about QGP through HIC

!!!!!!!!!!SPS     RHIC     LHC 
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First Physics Results
• Published or submitted:

• Dijet asymmetry (~‘jet quenching’), ATLAS

• J/Ψ suppression vs. centrality, and first observation 
of Z production, ATLAS

• elliptical flow (“v2”), ALICE

• charged particle multiplicity and its centrality 
dependence (2 papers), ALICE

• 2-pion Bose-Einstein correlations, central collisions, 
ALICE

• Numerous other public results



•  Paper submitted on Nov 25, accepted by PRL 
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arXiv:1011.6182

Indirect jet quenching @ RHIC Direct quenching @ LHC?

          STAR

Observation of a Centrality-Dependent Dijet Asymmetry in Lead-Lead Collisions at√
sNN = 2.76 TeV with the ATLAS Detector at the LHC

G. Aad et al. (The ATLAS Collaboration)
∗

Using the ATLAS detector, observations have been made of a centrality-dependent dijet asym-

metry in the collisions of lead ions at the Large Hadron Collider. In a sample of lead-lead events

with a per-nucleon center of mass energy of 2.76 TeV, selected with a minimum bias trigger, jets are

reconstructed in fine-grained, longitudinally-segmented electromagnetic and hadronic calorimeters.

The underlying event is measured and subtracted event-by-event, giving estimates of jet transverse

energy above the ambient background. The transverse energies of dijets in opposite hemispheres is

observed to become systematically more unbalanced with increasing event centrality leading to a

large number of events which contain highly asymmetric dijets. This is the first observation of an

enhancement of events with such large dijet asymmetries, not observed in proton-proton collisions,

which may point to an interpretation in terms of strong jet energy loss in a hot, dense medium.

PACS numbers: 25.75.-q

Collisions of heavy ions at ultra-relativistic energies are

expected to produce an evanescent hot, dense state, with

temperatures exceeding two trillion kelvins, in which the

relevant degrees of freedom are not hadrons, but quarks

and gluons. In this medium, high-energy quarks and glu-

ons are expected to transfer energy to the medium by

multiple interactions with the ambient plasma. There is

a rich theoretical literature on in-medium QCD energy

loss extending back to Bjorken, who proposed to look

for “jet quenching” in proton-proton collisions [1]. This

work also suggested the observation of highly unbalanced

dijets when one jet is produced at the periphery of the

collision. For comprehensive reviews of recent theoretical

work in this area, see Refs. [2, 3].

Single particle measurements made by RHIC experi-

ments established that high transverse momentum (pT )
hadrons are produced at rates a factor of five or more

lower than expected by assuming QCD factorization

holds in every binary collision of nucleons in the on-

coming nuclei [4, 5]. This observation is characterized

by measurements of RAA, the ratio of yields in heavy

ion collisions to proton-proton collisions, divided by the

number of binary collisions. Di-hadron measurements

also showed a clear absence of back-to-back hadron pro-

duction in more central heavy ion collisions [5], strongly

suggestive of jet suppression. The limited rapidity cover-

age of the experiment, and jet energies comparable to the

underlying event energy, prevented a stronger conclusion

being drawn from these data.

The LHC heavy ion program was foreseen to provide

an opportunity to study jet quenching at much higher

jet energies than achieved at RHIC. This letter provides

the first measurements of jet production in lead-lead col-

lisions at
√
sNN = 2.76 TeV per nucleon-nucleon col-

lision, the highest center of mass energy ever achieved

for nuclear collisions. At this energy, next-to-leading-

order QCD calculations [6] predict abundant rates of jets

above 100 GeV produced in the pseudorapidity region

|η| < 4.5 [7], which can be reconstructed by ATLAS.

The data in this paper were obtained by ATLAS during

the 2010 lead-lead run at the LHC and correspond to an

integrated luminosity of approximately 1.7 µb−1
.

For this study, the focus is on the balance between

the highest transverse energy pair of jets in events where

those jets have an azimuthal angle separation, ∆φ =

|φ1 − φ2| > π/2 to reduce contributions from multi-jet

final states. In this letter, jets with ∆φ > π/2 are la-

beled as being in opposite hemispheres. The jet energy

imbalance is expressed in terms of the asymmetry AJ ,

AJ =
ET1 − ET2

ET1 + ET2
,∆φ >

π

2
(1)

where the first jet is required to have a transverse en-

ergy ET1 > 100 GeV, and the second jet is the highest

transverse energy jet in the opposite hemisphere with

ET2 > 25 GeV. The average contribution of the under-

lying event energy is subtracted when deriving the in-

dividual jet transverse energies. The event selection is

chosen such that the first jet has high reconstruction ef-

ficiency and the second jet is above the distribution of

background fluctuations and the intrinsic soft jets asso-

ciated with the collision. Dijet events are expected to

have AJ near zero, with deviations expected from gluon

radiation falling outside the jet cone, as well as from in-

strumental effects. Energy loss in the medium could lead

to much stronger deviations in the reconstructed energy

balance.

The ATLAS detector [8] is well-suited for measuring

jets due to its large acceptance, highly segmented elec-

tromagnetic (EM) and hadronic calorimeters. These al-

low efficient reconstruction of jets over a wide range in

the region |η| < 4.5. The detector also provides precise

charged particle and muon tracking. An event display

showing the Inner Detector and calorimeter systems is

shown in Fig. 1.

Liquid argon (LAr) technology providing excellent en-

ergy and position resolution is used in the electromag-

netic calorimeter that covers the pseudorapidity range
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•Key question:

–How do parton showers 
in hot medium (quark 
gluon plasma) differ from 
those 
in vacuum?

From “Jet 
Quenching in 

Heavy Ion 
Collisions”, 

U. Wiedemann, 
arXiv:0908.2306
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•ATLAS luminosity profile 
vs day

⇒Data-taking 
efficiency > 95%

•Paper used runs 
corresponding to 1.7 µb-1 

(Nov 8 - 17)
 Fraction of data passing data quality selection
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•Triggers: minimum-bias 
trigger scintillators, ZDC

•Characterize centrality by 
percentiles of total cross-
section using forward 
calorimeter (FCal) ΣET 

⇒(3.2 < |η| < 4.9)

b

Event Centrality



14Peripheral, symmetric dijet event



15
More central, asymmetric dijet event



16
Even more central collision, more asymmetric dijet



17
Central event, with split dijet + additional activity
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•Perform anti-kt reconstruction prior to any background subtraction

–R = 0.4 for main analysis

–R = 0.2, 0.6 for cross-check (+ physics)

•Input: Δη x Δφ  = 0.1 x 0.1 towers 18

Use anti-kt clustering 
algorithm

cone-like but
infrared and collinear safe

 

Cacciari, M., Salam, G. P. and Soyez, G., The anti-kt jet clustering algorithm, 
Journal of High Energy Physics, 2008, 063
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•Take maximum advantage of ATLAS segmentation
–Underlying event estimated and subtracted for each longitudinal 
layer and for 100 slices of Δη = 0.1
⇒ 
–ρ is energy density estimated event-by-event
⇒From average over  0 < φ < 2π

•Avoid biasing ρ due to jets
–Using anti-kt jets: 
⇒ Exclude cells from ρ if

–Cross check
⇒Sliding Window algorithm

•NO jet removal on basis of D, or any other quantity

0.1x0.1
towers
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•Before subtraction

–ΣET in ΔηxΔφ = 
0.1x0.1 towers

• After subtraction, 
underlying event  
at zero
• Event structure, topology 
unchanged by subtraction.
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• Use R = 0.4 anti-kt jets
–calibrated using energy density cell weighting
• Select events with leading jet, ET1 > 100 GeV, |η| < 2.8

⇒1693 events after cuts in 1.7 µb-1

• Sub-leading: highest E T jet in opposite hemisphere,  Δφ > π/2 with 
ET2 > 25 GeV, |η| < 2.8
⇒5% of selected have no sub-leading jet

• Introduce new variable to quantify dijetimbalance 
–Not used before in jet quenching literature:
⇒Asymmetry: 

•Robust variable:
–Residual subtraction errors cancel in numerator
–Absolute jet energy scale errors cancel in ratio.

21
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•Pb+Pb di-jet asymmetry (AJ), 
acoplanarity (Δφ)
–Compare to p+p data, and 
PYTHIA (7 TeV) dijet events 
embedded in HIJING

22

Peripheral Collisions (40-100%)
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•For more central collisions, see:
–Reduced fraction of jets with small asymmetry
–Increased fraction of jets with large asymmetry
⇒For all centralities, Δφ strongly peaked at π
⇒Possible small broadening in central collisions
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FIG. 3: (top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets

(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton

data from
√
s = 7 TeV, analyzed with the same jet selection, is shown as open circles. (bottom) Distribution of ∆φ, the

azimuthal angle between the two jets, for data and HIJING+PYTHIA, also as a function of centrality.

(asymmetries larger than 0.6 can only exist for leading

jets substantially above the kinematic threshold of 100

GeV transverse energy). The ∆φ distributions show that

the leading and second jets are primarily back-to-back in

all centrality bins; however, a systematic increase is ob-

served in the rate of second jets at large angles relative

to the recoil direction as the events become more central.

Numerous studies have been performed to verify that

the events with large asymmetry are not produced by

backgrounds or detector effects. Detector effects primar-

ily include readout errors and local acceptance loss due to

dead channels and detector cracks. All of the jet events

in this sample were checked, and no events were flagged

as problematic. The analysis was repeated first requiring

both jets to be within |η| < 1 and |η| < 2, to see if there

is any effect related to boundaries between the calorime-

ter sections, and no change to the distribution was ob-

served. Furthermore, the highly-asymmetric dijets were

not found to populate any specific region of the calorime-

ter, indicating that no substantial fraction of produced

energy was lost in an inefficient or uncovered region.

To investigate the effect of the underlying event, the

jet radius parameter R was varied from 0.4 to 0.2 and

0.6 with the result that the large asymmetry was not re-

duced. In fact, the asymmetry increased for the smaller

radius, which would not be expected if detector effects
are dominant. The analysis was independently corrobo-

rated by a study of “track jets”, reconstructed with ID

tracks of pT > 4 GeV using the same jet algorithms. The

ID has an estimated efficiency for reconstructing charged

hadrons above pT > 1 GeV of approximately 80% in the

most peripheral events (the same as that found in 7 TeV

proton-proton operation) and 70% in the most central

events, due to the approximately 10% occupancy reached

in the silicon strips. A similar asymmetry effect is also

observed with track jets. The jet energy scale and under-

lying event subtraction were also validated by correlating

calorimeter and track-based jet measurements.

The missing ET distribution was measured for mini-

mum bias heavy ion events as a function of the total ET

deposited in the calorimeters up to about ΣET = 10 TeV.

The resolution as a function of total ET shows the same

behavior as in proton-proton collisions. None of the

events in the jet selected sample was found to have an

anomalously large missing ET .

The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large frac-

tion of the recoil energy. Fewer than 2% of the events

have a muon with pT > 10 GeV, potentially recoiling

against the leading jet, so this can not explain the preva-

lence of highly asymmetric dijet topologies in more cen-

tral events.

None of these investigations indicate that the highly-

asymmetric dijet events arise from backgrounds or

detector-related effects.
In summary, first results are presented on jet recon-

struction in lead-lead collisions, with the ATLAS detector

at the LHC. In a sample of events with a reconstructed

jet with transverse energy of 100 GeV or more, an asym-

metry is observed between the transverse energies of the
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Measurement of the centrality dependence of J/ψ yields

and observation of Z production in lead-lead collisions

with the ATLAS detector at the LHC

G. Aad et al. (The ATLAS Collaboration),

Abstract

Using the ATLAS detector, a centrality-dependent suppression has been ob-

served in the yield of J/ψ mesons produced in the collisions of lead ions at

the Large Hadron Collider. In a sample of minimum-bias lead-lead collisions

at a nucleon-nucleon centre of mass energy
√
sNN = 2.76 TeV, corresponding

to an integrated luminosity of about 6.7 µb−1
, J/ψ mesons are reconstructed

via their decays to µ+µ−
pairs. The measured J/ψ yield, normalized to the

number of binary nucleon-nucleon collisions, is found to significantly decrease

from peripheral to central collisions. The centrality dependence is found to

be qualitatively similar to the trends observed at previous, lower energy ex-

periments. The same sample is used to reconstruct Z bosons in the µ+µ−

final state, and a total of 38 candidates are selected in the mass window

of 66 to 116 GeV. The relative Z yields as a function of centrality are also

presented, although no conclusion can be inferred about their scaling with

the number of binary collisions, because of limited statistics. This analysis

provides the first results on J/ψ and Z production in lead-lead collisions at

the LHC.

Keywords: ATLAS, LHC, Heavy Ions, J/psi, Z Boson, Centrality

dependence

1. Introduction

The measurement of quarkonia production in ultra-relativistic heavy ion

collisions provides a potentially powerful tool for studying the properties of

hot and dense matter created in these collisions. If deconfined matter is

indeed formed, then colour screening is expected to prevent the formation

of quarkonium states when the screening length becomes shorter than the

Preprint submitted to Elsevier December 27, 2010
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Figure 4: The di–muon invariant mass (left) after the selection described in the text. The
value of Rcp (right) computed with the 38 selected Z candidates. The statistical errors are
shown as vertical bars while the grey boxes also include the combined systematic errors.
The darker box indicates that the 40-80% bin is used to set the scale for all bins, but the
uncertainties in this bin are not propagated into the more central ones.

5. Conclusion

The first results on J/ψ and Z → µ+µ−
relative yields measured in lead-

lead collisions obtained with the ATLAS detector at the LHC, have been

presented. In a sample of events with oppositely charged muon pairs with a

transverse momentum above 3 GeV and with |η| < 2.5, a centrality depen-

dent suppression is observed in the normalized J/ψ yield. The relative yields

of the 38 observed Z candidates as a function of centrality are also presented,

although no conclusion can be inferred about their scaling with the number

of binary collisions.
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ATLAS: 
First observation of Z boson production in heavy ion collisions!
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Figure 2: Oppositely-charged di–muon invariant mass spectra in the four considered

centrality bins from most peripheral (40-80%) to most central (0-10%). The J/ψ yields in

each centrality bin are obtained using a sideband technique. The fits shown here are used

as a cross check.

Centrality-dependent efficiency corrections, derived fromMonte Carlo events,
are applied to the resulting signal yields. The number of J/ψ decays after
background subtraction, but before any other correction, are listed in Table 1.
With the chosen transverse momentum cuts on the decay muons, 80% of the
reconstructed J/ψ have pT > 6.5 GeV.

The measured J/ψ yields at different centralities are corrected by the
reconstruction efficiency �c for J/ψ → µ+µ−, derived from MC and parame-
terized in each centrality bin, and the width of the centrality bin, Wc, which
represents a well-defined fraction of the minimum bias events. The corrected
yield of J/ψ mesons is given by:

N corr
c (J/ψ → µ+µ−) =

Nmeas(J/ψ → µ+µ−)c
�(J/ψ)c ·Wc

. (1)

The “relative yield” is defined by normalizing to the yield found in the most
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Figure 3: (left) Relative J/ψ yield as a function of centrality normalized to the most pe-
ripheral bin (black dots with errors). The expected relative yields from the (normalized)
number of binary collisions (Rcoll) are also shown (boxes, reflecting 1σ systematic uncer-
tainties). (right) Value of Rcp, as described in the text, as a function of centrality. The
statistical errors are shown as vertical bars while the grey boxes also include the combined
systematic errors. The darker box indicates that the 40-80% bin is used to set the scale for
all bins, but the uncertainties in this bin are not propagated into the more central ones.

systematic uncertainties in quadrature. A clear difference is observed as a
function of centrality between the measured relative J/ψ yield and the pre-
diction based on Rcoll, indicating a deviation from the simplest expectation
based on QCD factorization. The ratio of these two values, Rcp, is shown as
a function of centrality in the right panel of Figure 3. The data points are
not consistent with their average, giving a P (χ2, NDOF) value of 0.11% with
three degrees of freedom, computed conservatively ignoring any correlations
among the systematic uncertainties. Instead, a significant decrease of Rcp as
a function of centrality is observed.

4. Z production as a function of centrality

Z candidates are selected by requiring a pair of oppositely charged muons
with pT > 20 GeV and |η| < 2.5 [21]. An additional cosmic ray rejection cut
on the sum of the pseudorapidities of the two muons, |η1+ η2| > 0.01, is also
applied. The invariant mass distribution of the selected pairs is shown in the
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Elliptic flow of charged particles in Pb–Pb collisions at
√
sNN = 2.76 TeV

(The ALICE Collaboration)
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We report the first measurement of charged particle elliptic flow in Pb–Pb collisions at√
sNN = 2.76 TeV with the ALICE detector at the CERN Large Hadron Collider. The mea-

surement is performed in the central pseudorapidity region (|η| < 0.8) and transverse momentum

range 0.2 < pt < 5.0 GeV/c. The elliptic flow signal v2, measured using the 4-particle correlation

method, averaged over transverse momentum and pseudorapidity is 0.087 ± 0.002 (stat) ± 0.004

(syst) in the 40–50% centrality class. The differential elliptic flow v2(pt) reaches a maximum of 0.2

near pt = 3 GeV/c. Compared to RHIC Au–Au collisions at
√
sNN = 200 GeV, the elliptic flow

increases by about 30%. Some hydrodynamic model predictions which include viscous corrections

are in agreement with the observed increase.
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FIG. 3. Charged particle pseudo-rapidity density per partic-
ipant pair for central nucleus–nucleus [16–24] and non-single
diffractive pp/pp collisions [25–31], as a function of

√
sNN.

The energy dependence can be described by s0.15NN for nucleus–
nucleus, and s0.11NN for pp/ppcollisions.

ity variables (SPD hits, or combined use of the ZDC and
VZERO signals).

We measure a density of primary charged particles
at mid-rapidity dNch/dη = 1584 ± 4 (stat.) ± 76
(sys.). Normalizing per participant pair, we obtain
dNch/dη/(0.5 �Npart�) = 8.3 ± 0.4 (sys.) with negligi-
ble statistical error. In Fig. 3, this value is compared
to the measurements for Au–Au and Pb–Pb, and non-
single diffractive (NSD) pp and pp collisions over a wide
range of collision energies [16–31]. The energy depen-
dence can be described by s0.11NN for pp and pp, and
by s0.15NN for nucleus–nucleus collisions. A significant in-
crease, by a factor 2.2, in the pseudo-rapidity density is
observed at

√
sNN = 2.76 TeV for Pb–Pb compared to√

sNN = 0.2 TeV for Au–Au. The average multiplicity
per participant pair for our centrality selection is found
to be a factor 1.9 higher than that for pp and pp collisions
at similar energies.

Figure 4 compares the measured pseudo-rapidity den-
sity to model calculations that describe RHIC measure-
ments at

√
sNN = 0.2 TeV, and for which predictions at√

sNN = 2.76 TeV are available. Empirical extrapolation
from lower energy data [4] significantly underpredicts the
measurement. Perturbative QCD-inspired Monte Carlo
event generators, based on the HIJING model tuned to
7 TeV pp data without jet quenching [5] or on the Dual
Parton Model [6], are consistent with the measurement.
Models based on initial-state gluon density saturation
have a range of predictions depending on the specific im-
plementation [7–11], and exhibit a varying level of agree-
ment with the measurement. The prediction of a hybrid
model based on hydrodynamics and saturation of final-
state phase space of scattered partons [12] is close to
the measurement. A hydrodynamic model in which mul-

FIG. 4. Comparison of this measurement with model predic-
tions. Dashed lines group similar theoretical approaches.

tiplicity is scaled from p+p collisions overpredicts the
measurement [13], while a model incorporating scaling
based on Landau hydrodynamics underpredicts the mea-
surement [14]. Finally, a calculation based on modified
PYTHIA and hadronic rescattering [15] underpredicts
the measurement.
In summary, we have measured the charged-particle

pseudo-rapidity density at mid-rapidity in Pb–Pb colli-
sions at

√
sNN = 2.76 TeV, for the most central 5% frac-

tion of the hadronic cross section. We find dNch/dη =
1584 ± 4 (stat.) ± 76 (sys.), corresponding to 8.3 ±
0.4 (sys.) per participant pair. These values are signif-
icantly larger than those measured at RHIC, and indi-
cate a stronger energy dependence than measured in pp
collisions. The result presented in this Letter provides
an essential constraint for models describing high energy
nucleus–nucleus collisions.
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multiplicity is found to be very similar for
√

sNN = 2.76 TeV and
√

sNN = 0.2 TeV.

Fig. 3: Comparison of (dNch/dη)/
�
�Npart�/2

�
with model calculations for Pb–Pb at

√
sNN = 2.76 TeV. Uncer-

tainties in the data are shown as in Fig. 2.

Theoretical descriptions of particle production in nuclear collisions fall into two broad categories: two-

component models combining perturbative QCD processes (e.g. jets and mini-jets) with soft interactions,

and saturation models with various parametrizations for the energy and centrality dependence of the

saturation scale. In Fig. 3 we compare the measured (dNch/dη)/
�
�Npart�/2

�
with model predictions. A

calculation based on the two-component Dual Parton Model (DPMJET [10], with string fusion) exhibits

a stronger rise with centrality than observed. The two-component Hijing 2.0 model [25], which has been

tuned [11]
1

to high-energy pp [19, 23] and central Pb–Pb data [2], reasonably describes the data. This

model includes a strong impact parameter dependent gluon shadowing which limits the rise of particle

production with centrality. The remaining models show a weak dependence of multiplicity on centrality.

They are all different implementations of the saturation picture, where the number of soft gluons available

for scattering and particle production is reduced by nonlinear interactions and parton recombination. A

geometrical scaling model with a strong dependence of the saturation scale on nuclear mass and collision

energy [12] predicts a rather weak variation with centrality. The centrality dependence is well reproduced

by saturation models [13] and [14]
1
, although the former overpredicts the magnitude.

In summary, the measurement of the centrality dependence of the charged-particle multiplicity density at

mid-rapidity in Pb–Pb collisions at
√

sNN = 2.76 TeV has been presented. The charged-particle density

normalized per participating nucleon pair increases by about a factor 2 from peripheral (70–80%) to

central (0–5%) collisions. The dependence of the multiplicity on centrality is strikingly similar for the

data at
√

sNN = 2.76 TeV and
√

sNN = 0.2 TeV. Theoretical descriptions that include a taming of the

multiplicity evolution with centrality are favoured by the data.
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Two-pion Bose–Einstein correlations in central Pb–Pb collisions
at √sNN = 2.76 TeV

The ALICE Collaboration∗

Abstract

The first measurement of two-pion Bose–Einstein correlations in central Pb–Pb collisions at √sNN =
2.76 TeV at the Large Hadron Collider is presented. We observe a growing trend with energy now
not only for the longitudinal and the outward but also for the sideward pion source radius. The pion
homogeneity volume and the decoupling time are significantly larger than those measured at RHIC.
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Fig. 2: Pion HBT radii for the 5% most central Pb–Pb collisions at √sNN = 2.76 TeV, as function of 〈kT 〉 (red
filled dots). The shaded bands represent the systematic errors. For comparison, parameters for Au–Au collisions
at √sNN = 200 GeV [30] are shown as blue open circles. The lines show model predictions (see text).

The extracted # -parameter is found to range from 0.5 to 0.7 and increases slightly with kT . Somewhat
lower values but a similar kT dependence were observed in Au–Au collisions at RHIC [30].

6 Beam energy dependence of the radii

In Fig. 3, we compare the three radii at 〈kT 〉 = 0.3 GeV/c with experimental results at lower energies.
The values of the radii at this kT were obtained by parabolic interpolation. Following the established
practice [18] we plot the radii as functions of 〈dNch/d$〉1/3. In this representation the comparison is not
affected by slight differences between the mass numbers of the colliding nuclei and between centralities.
The reference frame dependence of dNch/d$ is ignored. The errors on the E895 points are statistical
only. For the other experiments the error bars represent the statistical and systematic uncertainties added
in quadrature. For the ALICE point the error is dominated by the systematic uncertainties.

The ALICE measurement significantly extends the range of the existing world systematics of HBT radii.
The trend of Rlong growing approximately linearly with the cube root of the charged-particle pseudora-
pidity density, established at lower energies, continues at the LHC (Fig. 3-c). The situation is similar
with Rout (Fig. 3-a) which also grows with energy albeit slower than Rlong. For Rside, that is most directly

9

RHIC and the LHC is roughly reproduced by all four calculations, only two of them (KRAKOW and
HKM) are able to describe the experimental Rout/Rside ratio.

The systematics of the product of the three radii is shown in Fig. 4. The product of the radii, which is
connected to the volume of the homogeneity region, shows a linear dependence on the charged-particle
pseudorapidity density and is two times larger at the LHC than at RHIC.
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Fig. 4: Product of the three pion HBT radii at kT = 0.3 GeV/c. The ALICE result (red filled dot) is compared
to those obtained for central gold and lead collisions at lower energies at the AGS [35], SPS [36, 37, 38], and
RHIC [39, 40, 41, 42, 30, 43],

Within hydrodynamic scenarios, the decoupling time for hadrons at midrapidity can be estimated in the
following way. The size of the homogeneity region is inversely proportional to the velocity gradient of
the expanding system. The longitudinal velocity gradient in a high energy nuclear collision decreases
with time as 1/$ [52]. Therefore, the magnitude of Rlong is proportional to the total duration of the
longitudinal expansion, i.e. to the decoupling time of the system [31]. Quantitatively, the decoupling
time $ f can be obtained by fitting Rlong with

Rlong2(kT ) =
$2f T
mT

K2(mT/T )
K1(mT/T )

, mT =
√

m2% + k2T , (2)

where m% is the pion mass, T the kinetic freeze-out temperature taken to be 0.12 GeV, and K1 and K2 are
the integer order modified Bessel functions [31, 53]. The decoupling time extracted from this fit to the
ALICE radii and to the values published at lower energies are shown in Figure 5. As can be seen, $ f scales
with the cube root of charged-particle pseudorapidity density and reaches 10–11 fm/c in central Pb–Pb
collisions at √sNN = 2.76 TeV. It should be kept in mind that while Eq. (2) captures basic features of a
longitudinally expanding particle-emitting system, in the presence of transverse expansion and a finite
chemical potential of pions it may underestimate the actual decoupling time by about 25% [54]. An
uncertainty is connected to the value of the kinetic freeze-out temperature used in the fit T = 0.12 GeV.
Setting T to 0.1 GeV [55, 36, 30, 56] and 0.14 GeV [57] leads to a $ f value that is 13% higher and 10%
lower, respectively.

three dimensions

volume
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Fig. 5: The decoupling time extracted from Rlong(kT ). The ALICE result (red filled dot) is compared to those
obtained for central gold and lead collisions at lower energies at the AGS [35], SPS [36, 37, 38], and RHIC [39,
40, 41, 42, 30, 43],

7 Summary

We have presented the first analysis of the two-pion correlation functions in Pb–Pb collisions at√sNN =
2.76 TeV at the LHC. The pion source radii obtained from this measurement exceed those measured at
RHIC by 10-35%. The increase is beyond systematic errors and is present for both the longitudinal and
transverse radii. The homogeneity volume is found to be larger by a factor of two. The decoupling time
for midrapidity pions exceeds 10 fm/c which is 40% larger than at RHIC. These results, taken together
with those obtained from the study of multiplicity [23, 24] and the azimuthal anisotropy [11], indicate
that the fireball formed in nuclear collisions at the LHC is hotter, lives longer, and expands to a larger
size at freeze-out as compared to lower energies.
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decoupling time

Relative to RHIC:

- source radii bigger by 10-35%
- volume twice as big
- time is 40% longer

“the fireball formed in nuclear collisions at the 
LHC is hotter, lives longer, and expands to a larger 
size at freeze-out as compared to lower energies.”

Bose-Einstein results from ALICE



• LHC now providing relativistic heavy ion collisions 
with TeV/nucleon beams:

• Clean, energetic jets a new probe; heavy quarks and 
heavy mesons plentiful, allowing new studies

• Hermetic detectors with excellent tracking, 
calorimetry, and muon systems

• The sQGP discovered by RHIC is affirmed and seen 
with unprecedented clarity after only a few days of 
running: jet quenching and strong elliptic flow

• Expect new discoveries soon!

Conclusions


