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A bstract

The PrimEx Collaborstion hess proposed to perform a high precision messurement on
the two photon deco width of the neutral picn (T,-_--). This messurement will provide a
stringent test of the pradictions of the U{1) axial ancmaly in quantum chromedynamics. The
first experimental daba set was collected in 2004, A new lewel of expermental precisicn has
been achieved by using a high intensity and high resclution photon tagging facility in Hall
B of Jeftarson Lab, and by deneloping and constructing o state-cf-the-art, high resclution
electromagnetic calorimeter. A preliminary result on the 77 lifetime with a precision of ~ 3%
was meleased at the Amerncan Phisical Society April meseting in 2007 through an invited
presentabion as well as at an American Institute of Physics press conference. The desired
precision on this measurement is driven by the precision of recently awmilable thosretical
caloulations pedformed both in the contendt of chiral perturbation theory and the QCD sum
rule approach. Here, we discuss the analysis status on the existing data and the improvement
which can be made with a future run, and thereby request an extension of the 7 lifetime
mensurement from PAC 33 to reach the ultimate goal of ~1.4% accuracy.



1 DMlotivation

An effect of color confinement in quantum chromodynamics(QCD) is that traditional pertur-
bation theorr breals down at large distances and low energies. A quantitative understanding
of the strong interaction in this reglon remains coe of the greatest intellactual challenges in
physics. Svmmetries of QCD in the chiral limit (massless quark limit) provide a promising
framework for resclving this problem. As the lightest particle in the hadron spectrum, the
neutral pion represents the most sensibiw platform to stud v fundamental svmmetry issues in
quantum chromodynamics at low ensr gy, Spontanscus chiral svmmetnr brealing gives birth
to the 77 as one of the Goldstone particles and the chiral avdal ancmaly primarily deter mines
the 77 lifetime. As such, a precision messurement of the lifetime of the 7% will provide a
fundamental test of QCD at theconfinement scale.

2 Theoretical Developments

The teo-photon decor mode of the 7@ reweals one of the meost profound symmetry issues
in quantum chromodynamics, namely, the explicit brealing of a classical svmmetry by the
quantum Huctuations of the quark fields coupling to a gauge field[1]. This phencmencn,
called anomalous symmetry breaking, is of pure quantum mechanical crigin. In Q CD), there
are several chserrable phenocmena that ariginate from anocmalies. One is connected writh
the couplings of the quarks to the glucns. This is the so called axial ancmaly by which
the conservation of the axial U{l) svmmetry of the classical Lagrangian of QCD is bralen
even in the limit where two or moare quarls are massless, and the so called anomalous
divergence of the corresponding axal-vector current becomes proportional to the product
E= . B of the chrome-electric and chromo-magnetic fields. The axial ancmaly of interest
to us involves the corresponding coupling of the quarls to phatons[2]. In the limit of emct
iscepin symmetry, the 77 couples only to the isctriplet axial-vector current §l57,7mg, where
g = (u, d), and [; is the third iscepin generator. If we limit curselves to two quark Havors,
the electromagnetic current is given b 3(1/6 4+ L)/ 2)7.9 When ocoupling to the photon, the
isceinglet and isctrplet components of the electromagnetic current lead to an ancmaly thak
encplicitly breals the svmmetry associated with the axdial-vector current § f3 4.7 g, and this
in turn directly affects the coupling of the 7 to tero photons. The conserwation of the axial
(1) current, o which the 1 meson couples, as well as the §2z7.7mg, bo which the 7 meson
couples, are similarly affected by the electromagnetic feld. B

In the limit of wmnishing quarl: mosses, the anomaly leads to the 7 — v decayr ampli-
tude [1, 2]

Alr® == _;_'F EP_..I,,JH‘JL"""E""E", (1)
or the reduced amplituda,
A =2 = 2513. 10-2Ge -} (2)
™ F.

where F, = 982.42 £+ 0.25Mel” [3] is the pion decay constant, and k and € are respectively
photon momenta and polarization vectors.



The width of the 7 — vy decoyv predicted by this amplitude is

T =JI3M = 7.725 £ 0.044el, (3

6L
with a 0.6% uncertainty due to the experimental error in F,. The crucial aspect of this
expression 15 that it has no free parameters that need to be determined phencmenclogically.
In addition, since the mnss of the 7 is the smallest in the hadron spectrum, higher order
cotrections to this prediction are small and can be caloulated with a sub-percent accuracy.

The current experimental wmlue is 7.8+ £ 0.56 &V[3] and is in good agreement with
the predicted walus with the chiral limit amplitude. This number is an orerage of several
experiments[3]| which are discussed in Appendixz I The error of ™7 quoted by the Particle
Data Poolk is most likely too low since each of the queoted experiments appears to have
understated their errors and also, as can be seen in Agure 1, from the much larger dispersion
betwean the different maensurements. Fren at the 79 level, the accuracy is not sufficient for
a test of such o fundamental quantity, and in particular for the new calculations which tale
the finite quark masses into account. The level of precision of = 1.4%, which is the goal of
FPromEx, will satisty these requirements.

The decay amplitude given abowe is exact only in the chiral limit, ie., when the u— and
d—quark masses vanish. In this cnsa, the anomaly is saturated by the 7° pole and the result
tor the decay amplitude given abowe is eact. Howewer, the current-quark masses are non-
vanishing and are appradmately m, =~ +Mel” and my = 7TMel’[6]. There are two sources
of corrections due to this explicit brealdng of chiral symmetrv. The first and dominant cne
results from a combined effect that involves the corrections to the deco constants (because
of iscepin brealding there is a decay constant matrix in the subspace of the 7%, 77 and 7')
and an iscspin breaking mixing that gives the physical 7" a non-vanishing companent along
the pure U(3) states 77 and 7. In the sbsence of iscspin breaking this socurce of chiral
svimmetny brealking beils down to merely replacing the valus of F, in the chiral limit by the
measured value determined from 7+ deca[4, 5]. The second source of corrections is due to
the fact that the saturstion of the matnx elements of the divergence of the axdal current alss
involves excited mesonic stabes when chiral symmetoy is brolen by quark masses. This effect
is estimabed using QCD sum rules[11] and turns cut to be much smaller than the mixing
effects.

Stimulated by the PromEr project, several new theoretical calculations hawe been pub-
lished in recent vears, and are shown in fgurel. The first two independent calculations of
the chiral comrections hawve been pedormed in the combined framework of dhiral perburba-
tion theory (ChPT) and the 1/N. expansion up to O(p°) and O « 1/N.) in the decay
amplitude[7][8]. The 7 is explicitly included in the analysis as it plays as important a rcle
as the 77 in the mixing effects. It was found that the decoy width is enhanced by about 4%
with respect to the mlue stated in equation (1) This enhancement is almest entirely due to
the mixing effects. The result of this next-toleading crder analvsis s To_... = 3.10 &V with
an estimated uncertainty of less than 1%, Ancther thecretical ealeulation bosed on QCD
sum rules[d], alsc inspired by the PrimEr experiment, has recently besn published with a
thecretical uncertainty less than 1.5%. Here, the only input parameter to the calculation is
the eta width. The mensurement of the decay width of 7% with o comparable precision will
provide an impotbant test of the fundamental QCD predictions.



The quantity 1/R = (my—m, )/ m, which enters inko these calculations is of considerable
interest, since it characterizes the size of the SU(2) bredking in the quark mass matrix
Howrever | it is notonously difficult to exdiract reliably. The standard procedure is to utilize the
lenon mass difference, and to subtract the electromagnetic component of the mass difference
using Dashen’s thecrem (kacn and pion EM mass shifts are identical in the chiral limit).
When this procedure is followed cne cbbains R ~ 42, Explicik caloulaticns of the kaon-picn
EM manss difference bv Donoghue, Holstein, and Wyler and by Bijnens show a signifcant
brealing of Dashen’s thecorem, and they conclude that me — m.y 15 larger than what is given
b the usual analyvsis, with & = 30. There is also evidence from the n — 37 reaction thak
Md — My 15 underestimated bor the conventional Dashen’s theorem analvsis. An important
fenture of the 7 — ~+ decay rabe is that it depends upon R in a known wov, and that a
precise mensurement of the lifetime, as proposed in the PrimEr experiment, could provide
a useful and independent value for this interesting and important parameter.

The proposed mensurement at the ~1.4% accuracy lewel fills an important experimental
gap, namelv a precision verification of the predictions of the axial anomaly and the dhiral
ocorreckions bo the decor rabe. The so-called “direct” methed of determination of T o_ ., lies
belew the prediction of the axial ancmaly[14] and is thersfore even more in disagreement
with the new predictions which are based on both next-to-lending crder chiral thece[7][3]
and QCD sum rules[8]. This makes the PrimEr experiment even more compelling It is
indeed extremely important that effects of dhiral svmmetnr brealking by the u— and d—quark
masses, whidh can be mather precisely predicted theoretically, can actually be excpen mentally
tested thanls to the projected level of precisicn of PrimEr This would indesd be cne of the
most precise tests of fundamental aspects of QCD, namely ancmalies and chiral syvmmetry
brealking by quark masses, evar achieved.

3 Neutral Pion Photoproduction via the Primakoff Ef-
fect

We plan to use quasi-monodhromatic photons of energy £ 6-5.7 GeV from the Hall B photon
togging facilitv to mensure the absclute croes section of small angle 7 photoproduckion
from the Coulomb field of complex nuclei. The invariant msoss and angle of the picn will be
reconstructed by detecting the 7 decay photons from the 7° — 4+ reaction.

For unpolarized photons, the Primakeff cross seckion is given by[42]:

dor _T BaZ® FE

a2 777 om® Fl
whare T is the pion decm- width, Z is the atomic number, m, 3, 8 are the mass, welocity
and production angle of the pion, £ is the energy of incoming photon, ! 15 the momentum
transfer to the nucleus, and F,,. (2} is the nuclear electromagnetic form factor, correctad
for fnal state internctions of the cutgoing pion.

A5 the Primalooff effect is not the only mechanism for pion photoproduction at high
anergies, some care must be talen toisclate it from competing processes. In particular, the

Frwn (| sin"8, (L)

full cross section is given b
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where the Primaloff cross section, .4_;5 ,is given by equation {1). The nuclear coherent cross
section 15 given by

% =C . A%|F(Q ) sine, (&)

and the incoherent cross section is:
dey o, T gp -
E_EAEI_':JI:Q”C;E |:||

where 4 is the nuclecn number, Csind, is the square of the iscepin and spin independent
part of the neutral meson photopreduction amplitude on a single nucleon, |Fx ()] is the
farm factar for the nuclear matber distribubion in the nucleus, (corrected for final state
interactions of the outgoing pion ), £ is the absorption factor of the incoherently produced
plons, 1 — GiQ) is a factor which reduces the cross section at small mementum transfer due
to the Pauli exclusion principle, and i—’,‘;’- 15 the 7 phobopreduction cross section on asingle
nucleon. The relative phase betwean the Primalef and nuclear coherent amplitudes writhout
final state intaractions is given bw &, and the phase shift of the cutgoing pion due to final
state interactions 15 given bar dw.

Kinemntical considerations enable one to separats the Primalooff effect from other phobe-
pion production mechanisms. The Promaleoff cross section is zero for pions emittad along the
incident photon direction, has a sharp masdmum at an angle &, 7+ m2/2E2 | and falls mapidly
tozero at larger angles. It is proporfional o 27, and its peak value is roughly proporficnal
to E* The nuclear coherent cross section for spin —ero nuclel is also zero in the forward
direction, but has a brond mosdmum ocutside the angular region of the Primaloff effect, and
talls at larger angles as shown in fgure 2, where the amplitudes are narmalized to the Cornell
data[43], and distortion effacts are included. The angular dependence of Primaloff signal is
different from the background processes, allowing 1"|:.'r':I — ) o be extracted from a bt o
the angular distribution of photo-produced 77, Measurements of the nuclear effects at larger
angles are necessarv to debermine the unknown parameters in the preduction medhanism
and thus malke an empirical debermination of the nuclear contribution in the Primalkcff peak
region. Consequently, this experiment requires a 7° detector with good angular resclution
to eliminate nuclear coherent production, and good ensrgy resclution in the decoyr photon
detection will enable an invariant mass cut to suppress mulbi-photon backgrounds.

The production of neutral pions via the Primaleoff effect is primarily an electromagnetic
phencmenon and, therefore, can be accurately calculated. The maoin features of the Pri-
maleff effect listed abowe will be usad to test the accuracy of cur data: (1) We will take data
with sufficient angular resclution to ched: the shape of the Primalioff peal after the coherent
nuclear and nuclenr-Primalkoft interference amplitudes, which will be determined empirically
by larger angle data, have been subtracted; (2) twoe spin zero targets (°C, " Ph) will
be used. These hawe form fackors which have been well studied by electron scatbering ex-
periments, and can be used to test the 27 dependence of the cross section; and (3) the E*
dependence of the peak cross section will be measured in the energy rangs from 46 to 5.7

1d
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GeV. The studv of the Promalcff peal as a function of these three variables should add a

great deal of conhdence to the mensurement, and can be used to empirically determine the
svstemabic etrors.

We submited cur first propesal( E-99-014) to PACLS in Dec 1993, It was approved by
PACIS and reconfirmed in jecpardy review later by PAC22 with an “A" rating. The frst
experiment on oo targets I:EC' and ™ Pb) was performed in 2004 The preliminary result
demonstrates that we are able to contool the systematic errcrs with designed precision and
more beam time is needad to reach the proposed goal of ro 1.4% accuracy. In the following
sections, we will describe what we hawe achiewved in the ist PrimEr experiment and whak
we can improne in the future nins.

4 Instrumentation and Experimental Technigues — Cur-
rent Status and Planned Upgrades

With strong support from Jefferson Lab and o §1 million BMajor Resenrch Instrumentation
award (MEI, PHY-0079840) from the Mational Science Foundation, the PrimEr experimen-
tal setup was developed and constructed (Ses figure 3). The primary experimental equipment
includes: (1) the existing Hall B photon tagger far tageed photon beam: and new develop-
ment of { 2) 5% mdiation length sclid 7° production targets (P C, ™30, and ™ Ph); (3 a pair
production luminesity monitor located just downstream of the 77 production target; (L) a
lm # lm high resclution hybrd calorimeter (HYCAL) with a plastic scintillabor charged
particle veto for detecting 7" decmy photons: (5) a scintillator fiber based photon beam pro-
ble and position detector located behind HY CAT for on-line beam position monitor. Hera,
we describe the pedformance of each equipment during the first PoimEx run in 3104,

4.1 Targets

We propose to use two targets in this experiment, *C and **¥Pb The carbon target is
approcdmatealy 330 mil thick (5% R.L.) and uses Highly Ordered / Oriented Pyrolitic Graphite
(HOPG ) as the target material The lead target is a rolled metal target approvimately 12
mils thicl I:E-':H;u R.L and uses 09% enriched *™ Ph == the target material. The uncertainties in
the effective areal densities of the carbon and lead targets are 0.05% and 0.43%, respeckively.
Both targets were ubilized in the first PromEr run.  The methodology for mapping the
effective areal densities of the targets (atoms/om?) and the estimated erroms are described

in an Appendiv to this proposal.

4.2 The neutral pion detector
4.2.1 Charged particle veto detector

The vebo counter svstem consists of terelve scintillation paddles with dimensicons 120 < 10 =«
0.5cm® which cover the front face of the HYCAL calorimeter. The purpose of the wto
counbars is bo reject charged particls backgrounds incident cn the calodmeter. Thev are
designed to hoore good efficiency for charged particle detection, and be suffciently thin so

12
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that the probability for photon conversion in the paddles is small. Light is oollected from
both ends of the paddles using XP2262B PR Ts from Photonis and tube boses from Vorg
Electronics. The time difference between Hight times to the teo PMMTs is5 used find the
longitudinal cocrdinate (v) of the hit. The counters were wrapped with an inner layer of
Tavek, and an cuter laver of black Tedlar. During the irst PromEr mun, the PIMT gnins were
matched using special nins where ete~ pairs produced at the target were swept inko the wto
paddles by the pair spectromebsr mognet, and we propose to tale similar data during our
next run. The time-wall: effects due to varving signal sizes ware obserrable, but were found
to be small and had little effect on the y-position resclution. The vebo y-positions, which
ware calculated from the time diference between the top and bobtom P Ts, were calibrated
against the hit positions given b HY CAL. The average resclution was determined to be
+1.5cm, which is within the tolerance of the experiment and comresponds to the width of
the counters.

The pair production runs were also analvzed for the charged-particle efficiency. The
efficiencies were determined b dividing the number of particles detectad by a veto countar
kv the number of particles detected in the region of HYCAL covered by the acceptance of
the given weto. Figure <4 shows that the charged-particle efbicisncy for the veto counters
is approximately 95%. For the neutral misidentification analvsis, data with low intensity
photon beams incident on each veto counter were utilized. Figure 5 (left) shows the neutral
misidentification probability for the counter at z = — 15om versus the v-position given by

1+
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HYCAL. The plot shows that the conversion probability is low (r+ 1% and constant over
the length of the counter. The cther eleven counters show similar results.

Figure 5 (right) presents “hybrid" mass distributions talen during the 2004 run with
the wto cut not applied, and then applied. The hvbrid mass is closely related to the feno-
photon invarnant mass distribution, and includes information on the elasticity of the evant.
In applying the vebo cut, there was a requirement that the veto -y coordinate should matdh
the hit position in HY CAL, and also that there is a timing correlation betwesn the weto
counbar and HYCAL. The plots are at 7° angles which range from the Primalodf peal: to
the nuclear ccherent region. The figure shows there 15 a vervy significant reduction in the
background under the 7 mass peal: when the veto cut is applisd at low angles.

In cur 7° analvsis effort to date, we hove used a global aerage denved from the =7
analvsis to account for photon conversion in the veto counters. We hawe inwestigated tero
metheds toobiaining a global srerage from the daba. The fArst involves inkegrating the hvbod
mass distributions, examples of which are shown in figure 5, without and with the veto cut
applisd. The percent deviation with the veto cut applied is plotted == a function of angle
in the top-left plot of figure 8. IMote that fAgure ?7 indicates the webo has a progressivelv
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wealer effect on the hybrid mass distnbutions, and this is bore out in the top-left plct
of figure 77, where the veto “effect” mssvmptotically approaches 3.20% at large angles. The
second approach to iving the average effect of photon conversion invelves inding the number
of events in the hybrid mass peals without and with the veto cub applisd. The percentages
difference as o function of angle is plotted on the top-right plot of fgure &, and those
data points are summed into a histogram on the bobbom-right plet of figure 6. From this
distribution, the msverage veto conversion effect on the 797 analvsis is estimated at 3237,
which is in good agresment with method ZF1.

422 The hybrid electromagnetic calorimeter FYCAL

At the incident photon energies of this experiment (£, = 16 — 5.7 GeV), the Primalocf
cross seckion peals ab exbremely small angles |:'51F..=J. == 1.02%). Therefore, in order to idenbify
and extract the Promaleff amplitude, the expernmental setup must have sufboient angu-
lar resclution for detecting forward produced pions. The picns are identified b debecting
the decor photons I:.'r':I — =i in the mulli-channel electromagnetic calonmeter. Good in-
variant mass resclution in the ~ svstem also required for the selection of picns from the
experimental background. These ldanematical variables hare strong dependence on both the
position and ener gy measurement accuracies of the calorimeter. In sddifion, the ldnematical
oconstraints imposed by the knowledge of the inikial phobon energy provided by the tagging
svstem mesults in o significant improvement of the angular resclution and invadant maoss.
The combination of photon tagging facility and a high resclution calarimetnr is one of the
important advantages of our experiment ovar the previous Pomalecff trpe of expenments. It
provides significantly improsed invarant mnss resclution, which is imporkant for the clean
identification of photopreduced picns and high resclution in preduction angle to extract the
Primalcoff amplitude from the competing background nuclenr processes. A precision experi-
ment also requires a large geometncal coverage for the decaved photons. At this energies, in
crder o detect 709 of the events the calorimeter must have over 121 m® crosssectional size
on a distance of ¥V m from the preduction target. To optimize the cost and pedormance of
the calorimeter we have made a decision o construct an hyvbrid frpe of calonimeter combin-
ing the traditional lend glass shower detectors and newly developed high mesclution FPEIT O
crvstal scinbillabors. The lead glass part of the calorimeter was made of TF-1 GAMS-tipe
Cherenlsov detectors (3.82 =« 382 « 450 cm® in size) and was provided by our collaborators
trom THEPF, Protvine Russia. Each lead glass was wrapped inbo aluminized Mylar and wiewed
with FEU-34 PMT"%. These detectors havwe been used in many cther experiments and charac-
terstics are well understood. They provide stable performance writh o moderate resclutions
in both positicn and energy [¥]. For the high resclution crystal part of the calorimeter we
have done an extensive D work to select the crystal tipe, the manufacturer as well as the
debector structure. In the past tew decades, PbIT'C, hos became a popular inorganic scin-
tillator material for precision and compact elechromagnetic calonmetry in high and medium
energy phisics experiments. The performance characteristics of the PRIV O, crvstals before
cur beam tests had been well known mostly far high energies (=10 GV )[28] and at energies
below one GaV[289]. In crder to check the perfarmance of the crystals at the few GeV region
and to sslect the manufacturer, we have carried cut beam tests with a6 « 6 prototype de-
bector consisting of crvstals from two different manufacturers: Bogoroditsk (BT CP ), Russia
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and Shanghai (SIC), China. The upper 3 %6 section of the detectar waos asembled from
crystals made in Russin, and the bottom section consists of Chinese crystals from SIC. The
scinbillation light from the electromagnetic shower wos detected with Hamamatsu E4125HA
photomulbiplier tubes coupled to the back of the crrstals with optical greass. The prototpe
detector was meoved by remote control in tero dimensions perpendicular to the secondary
electrons, which were selected by the PrimEx/Hall B dipole magnet and the scintillating
telescopes. A 1 and v ocordinate scintillation fiber detector (2 mm in fiber size) was usad
on the front of the detector to define the impact points of the electrons. The pedormance
of the costal prototrpe was studied with secondan- electrons with energy from £, = 2 o
4 GeV. Results on ensrgy and position resclution, and the depandence of crstal detector
response on radiakion rabe were presented at the Calor-2002 Inbernational Conference[31].
We hoe procured 1250 from SIC based on the high pedormance thev exhibited in these
tests o5 well as the comparakively lower price per crystals, which was achieved through our
collaborators in China (Chinsse Institute of Atomic Energy, CIAE). This has enabled us to
incresse the number of covstals in the calorimeter by mote than a factor of teo over thak
envisioned in the criginal propesal and funded bor the MEF MEI award. The incressed size of
the covstal detectors significantly enhanced the high resclution part of the calodmeter and
plaid a crtical role for the 7° decoy width extraction in the current experiment. Each crvstal
arrived at JLab from the manufacturer was first tested for the mechanical properties (visual
inspection and dimensions at four points). A frpical distrdibution of messured size at front
side of the crovstals from cne shipment is shown in Figure 7. For those crystals passed the
mechanical specifications the cptical transmission versus the wavelength wns mensured using
the JLab Detector Group’s photospectrometer. A fvpical transmission spectra are shown in
Figure 8 and Figure 9

Two important criteria had been set for the development of lead tungstate detector
module development: to opfimize the light collection from the bad: side of the corstal and
to minimize the mechanical structure in tangential dimensions. A complete moduls of the
PV Oy ervstal detector 15 shown in Figure 10, The scintillation light from the electromag-
netic showear in the cnstals wos detected with Hamamatsu FE4125HA photomuliplisr tubes
(PIMT ) coupled at the back with cptical grense. Each crystal was firsk wrapped in ~83um
VII-2000 reflector (from 3MM company), then with a 38.1 pm black Tedlar for optical iscla-
tion between the blocls, The PRT housings were attached to the cristals with tero specially
designed brass Hanges on the front and back of the crystals, stretched with two 25 pm brass
strips.

One of the dhallenging problems of the hvbrid tvpe calorimeters is the potential dete-
ricration of the energyv and position resclutions at the boundary region betwesn the teo
trpe of radiators (for HY CAL, PRIV, crystals and lead-glass detectors ). The difference in
electromagnetic shower development both in longitudinal and lateral direckicns in PRIV O,
and lead glass also requires optimizaticn of the position of the corstal madiators along the
lead glass blodis. The first experimental results for the calorimeter characteristics versus
the crystal =-pesition for 10-70 GeV electrons have been presented in [32]. Since the lon-
gitudinal dewelopment of shower is energy dependent, the cptimization of the =-pesition is
energy dependent alse We hawe performed extensivwe Monbe Carle simulations to define
the opticum =-position of the PBIT O, radiators along the lead glass blocls foar the HY-
CAL caolonmeter. These simulations, which are cross-checleed with the expernmental data
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Figure 7: Distribution of front size of crvstals from one shipment. Tolerance in size are

shown by arrowrs.

from Ret [[32]], showed that for the few GeV energy region the optimum for the = position
i5 within the 7-10 cm interval. In order to investigate the pedormance of the calonmeter
at the transition region betwesn the Fbi1" O costals and lead glass detectors, and, also to
check the calonmeter’s engineering concepts in real conditions, a prototype hybrid calorime-
ter (HYCAL-0) was constructed and tested in 2002 using the intense tagged photon beam.
It consisted of 96 lead glass and 77 lead tungstate shower detectors and was assembled in
a light-tight iron frame maintained at a stable temperature of T = 1170, After the teo
stages of prototyping and successive beam tests, the PrimEx collaboration constructad and
assemblad 1152 PRIV O, crystal shower detectors (shown in Figure 10) and 576 lead glass
Cherenlow counters as described abere (116 »« 116 cm” area). All individual detector mod-
ules hare been staclked in a specially designed light-tight iron frame, as shown in Figure 11.
The light vield of the crystal is highly temperature dependent (~v 2% /°C). In order to keap
the detector array at a stable temperature, the detector assembly was surrounded by thiclk
copper plates with circulating coclants. Temperature stability ab the level of AT = £0.1°C
was achieved during the entire pericd of data collection. To optimize the shower lealmge
in the transifion region the lead tungstate detector assembly, which 15 in the central park
of the calorimeter, is shifted downstrenm of the lend gloss modules by 10 e Four crystal
detectors are removed from the central part of the ealorimeter (1.1 = 1.1 em® hole in size)
for the possage of the incident photon beam through the calorimetear.

The calorimeter is furnished with rear end resdeut electronics, with signal eables (two
trom each channel, for anode and dyvnode signals)y, high voltage cables and fiber optics cables

18



Figure 8: Opbical transmission of costals at 420 nm.

from the front part of the calarimeter for gain monitaring svstem. The ancde signals after
300 ns delmy were digitized by means of a 14-bit charge-sensitive ADC (LeCroy 13310,
integration width=240 ns). The positive dynode signals ware summed group by group to
form a tobal sum from the entire calonmeter for the trigger crganization as it described in
the nent sections.

4.3 The Calorimeter Frame and Transporter

The individual modules of the HY CAL are assembled in a rectangular box inside of
the calorimeter frame. The enfire assembly weighs over five tons, and is mowmble in both
horizontal and verbical direchicns in crder to place each meduls in the beam for energy
calibration. The transporter, shown in figure 4.2.2, has been designed and constructed to
provide movement of the entire asembly of the support frame with detectors and therme-
stabilization svstem, the delo cables, the gain monitoring system mounbed on the botbom
of the HY CAL frame and the veto counters on the front of the HY CAL.

The calorimeter is remotely meorrable 5o that durnng the calibration and chedoout of each
medule it can be positioned in the beam of fagged photons with an accuracy of £2mm. A
schematic drawing for this system is shown in figure 13, After the calibraticn and channesl
by channel chedoout procedure the calonimeter was mevred to a specially designed suppodk
stand for the expernment. A drowring of the calorimeter in the data taldang position is shown

in figure 14 In this configuration, the accuracy of centaring the detector transverse to the



Figure 9: Tvpical optical transmission of crvstals versus waselength.

beam 15 +0.7mm. In addibion, this system also provides the capability to move the detector
along the beamline for the different Z-positicon from the physical target.

When the coalorimeter is not being used in the beam or in experiment, the transporter
svstem provides positioning of the entire calorimeter o few meters abowe the beam center,
on the level 2 of the Hall B beamline. In addifion to storage, this configuration allows the
HYCAL to be amilable for re-nssembly, maintenance, and testing with cosmic mys.

4.4 Performance of the Calorimeter

As it mentioned above, the calibration of the HY CAL wes perfoarmed with low intensity
tagged photon beam of selected energies (£, = 0.5—5.5 GeV) irradiating the centers of each
detector module while the calorimeter was on the transporter configuration. Then, o togged
photon beam was scanned across the boundary with 2 mm step size to get a data for the
position and ensrgy resclutions for the both tipe of debectors as well as for the transition
region between them.

The reconstructed energy distributicon for the 43 GeV electrons is shown in figure 15 for
three different calibrated ATC sums: the central moduls: the inner section comprising 3 =3
crvstals and the armay of 6 <6 crvstals. The energy resclution is obiained using a Gaussian
fit of the 66 distribution. As can be seen from the figure, an excellent ener gy resclution of
o E = 1.3% has been achieved for 4.3 3eV.



Figure 10: A single FBIV O crvstal shower detector madule.

The messured ensrgyv rescluticn versus initial photon energy is shown in Agure 16. The
resclution of the lead glass padk of debector is shown in figure 17

Using the data from the transition region the energy resclution of the shower cluster
was extracted as a function of position. Dependence of the ener gy resclution versus photon
impact posibion is shewn in Figure 18, Degradation in rescluticn as the photon beam poasses
from the last lead tungstate meduls to the lead glass region is evident and well described
by the Monte Carlo simulation. Figure 18 (botbom) shows the relative reconstructed total
enargy for the same transition regicn. The ~o 3% dip at the interface predominantly arises
from shower lealage from the unoovered bacls and sides of the lead glass blodos.

The impact coordinates of the electromagnetic particles incident cn the segmented he-
dosoopic calorimeters are being determined from the energy deposition of the slechromagnetic
shower in several neighbonng counters. In the cose of the PHT O crystals, the transverse
size of the shower is about two times smaller than that in lend glass. As a result, the position
resclution in the FHIV O, detector with an optimal cell size should be about teice smaller
than that of lend glass detectors. To moximize the position resclution, we have optimized
the crystals’ transwerse dimensions, and have selacted it to be 2,05 « 2.05 em®. This size is
comparable to the Mdigre radius (2.2 cm) of the crystal material.

The distribution of the reconstructed coordinates for 1.3 GeV electrons hitting o crystal
cell boundary is shown in Figure 18, The linear dependence of the reconstructed coordinates
chtained from a logarithmically weighted mverage of the cell signals versus the impact posi-
tions is shown in Figure 20. As is well lnown, there is a rather strong correlation between
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Figure 11. Front view of the HYCAL Calarimeter with all modules in place and before
installation of Aber cptics cables on front of each channel for the gain monitoring sysbem.

the position rescluticn (o) and the point at which the incoming electrons or photons hit the
detector face. The bottom plot of the igure shows this dependence for the FEIT O cristals.
The o is smaller (1.23 mm) near the edge of the cell and increases to 2.1 mm at the cell
center.

Similar to the ener gy reconstruction one can expect degrad ation in the position rescluticn
in thetransition region o5 the photon beam passes from the last lead tungstate covsbal module
tothe lead glass egion. This dependence is showrn in Figure 21, Though the simple centar-
of-gravity reconstruction exhibits fpical cecillation of reconstructed versus impact position
with a relatively larger amplitude, the corrected loganthmic method shows o good linear
transition from lead tungstate to lead glass regions.

Good posibion and energy resclutions achieved for the HY CAL calarimeter provided crit-
ical improrements in both tvo gamma inmriant mass and production angls reconstrickicns.
As an example in Figure 22 is shown the o gamma invandant mass distribution extracted
from the experimental data set for one angular bin onlyv. An excellent rescluticn of o, =2.3
LieV provided precision extraction of events cier the experimental background.

4.5 HYCAL Gamm Monitoring System

To control the stability of gains for ench channel of the calorimeter dunng the long data taldng
pericds a gain monitoring svstem was developed and constructed This sistem is based on
feading light pulses from a central LED based light scurce distributed by fber optics cables
to the front part of each module. The maoin components of the Light Monitoring Syvstem
(LMS) are: (1} light scurce, (2) a mixing box, (3)a light distribution system, (Liflker wheel
(Sireference detectors and (5) a dadicated data acquisition system. The optical components
and the reference detachors, as it shown in Figure 23, are mounted in a thermally insulated
box whose temperature is controlled at a level of 0.1°C.

A long term stabiliby tests of the probotrpe LS sistem as well as several benm test
have been pedormed to finalize the design and charmcteristios of the system. For this tests,



Figure 12: The HY CAL transpcrter in Hall B.

the light intensity was monibored with a PIM photodicde and thres reference P Ts. In
hogure 24, top picture, the distribution of the mtic, PM T PMT;, for the pericd of time of
5340 hours is shown, The same matio plotted vwersus time, is presented in the bottom picture.

Dring the data taldng period it was observed that the LIS reference detectors are
somehow still partially sensitive to the change of magnetic feld from the pair spectrometer
dipde. This change of signals wos cheserved cn the level of 1.5reference PIMT signals [31].
We plan to fix this problem by adding more magnetic insulation and /or try to replace the
PMTs on the reference detectors with less sensitive photod etectors.

4.6 Luminosity monitoring

The primarr advantages of the PromErexpenment cvar the previcous Primaloff expenments
arse from the use of the Jefferson Lab Hall-B photon fagging faciliby to carefully control
svstematic errors and reduce backgrounds. First, the tagging technique allows for a signih-
cantly more accurate knowledge of the photon Hux Second, due to the energy dependance

of the Primaluoff cross section, it is critical to hawe a good lknowled ge of the absolute photon
benam ensr g,

In crder to determine the energy of the decawing .'r':':I each event 15 recarded in ooin-
cidence with a signal from the tagger. The experimental cross section for neutral pion
photo-production is given ba
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where d? is the element of sclid angle of the pion detector, .:'.I’T:Egg'd i5 the vield of tagged
-5 within sclid angle 472, ¢ is the target thidmess, € is a factor accounting for geometrical
accepbance and energy dependent debection efficiency and .T_f“?g'd i5 the number of fagged
photons on the target. '

The number of tagged photons per post bremsstrahlung electron can be measured in
a calibration run by removing the physics target and placing a lead-glass total absorption
counter (TAC) directly in the photon beam. Assuming that the tofal abscrption ccunter
is 100% efficient in debecting photons in the energy range relevant for the experiment TAC
the ratic of Tagger TAC ccincidences to the number of tagger hits, the so called absdute
togging matio, is then recorded:

(8)

_*.:I.-I.r:

Rt ute = _-.':_ |..-=uhn=ﬁ.m (g:'
where .'"ff;h: is the number of photons registered b the TAC in coincidence with a tagging
signal and [V, is the number of electrons registered in tagging counbers.

Iincwing this matio, one can determine the tagged photon Hux in the data taldng mun by

oounking the number of post bremsstrahlung eleckrons in the tagging counters:

I::Eg'dlrmrhnrni = '-""-l'lr.'qgrrhnrn.‘l' » R:El:l.iu.h' |:1':”
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Figure 14: The HY CAL detector on its support stand in the run configuration.

The use of the total abscrption counter to calibrate the number of tagged photons per
electron in the tagger provides an absolute normalization of the photon Hux incident on the 77

production target. However, these mensurements can be performed only at intervals between
the datataling Alscin the calibmtion run, the rate of thetotal abscrption counter is limited,
and therefore, the tngging mtic can only be mensured at o rate which is reduced by o factor
of about one thousand as compared to the data talking run. A pair preduction lumincsity
monitor was constructad (see Saction 77 ) which is able to measure the relative tagged photon
Hux over o range of all relevant intensities, and operate continuously throughout the datn
taking runs. The P53 uses the physics target o5 a converber to measure the matic of the
mumber of 74+ 4 — 4 +e+ 4&~ reactions in cancidence with a tagging signal to the number
of hits in the tagging counters (see Equation 11},
PS5
Rotive = 1#.."_:_{ |:11]
while this is a relative number, its absclute normalization can be fixed with the TAC. The
advanbages of the pair spectrometer are that it can cperabe over the enbire range of inben-
sities (cof both the Hux calibration and data taking runs) and has a smocth, relatively Hat
acceptance in £ covering the entire tagging range.
The main contributicn to the error bar in the ProimBEx measurement comes from the
lznowrledge of the photon Hux, To achieve the desired precision in the mensurement of the 7
decoy width it i5 necessarv to lnow the photon Hux to 1% or better. It should be noted that
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such a high precision messurement of the photon Hux has not besn previously attempbed ot
Jefferson Lab Hall-B. As indicated bor equation 10 the problem of crcss section normalization
is reduced to the determination of the number of electrons in tagging counters and measuring
the absclute tagmng ratic. The constant online monitornng of the relative photon Hux is alss
crucial for the precision tagged photon Hux measurement.

446.1 Absclute tagging ratios

During PromEx data taldng in the Fall of 2004, specialized calibration nins were periodically
performed to determine the absolute normalization of the photon Hux. For a calibration run,
the experimental target is retracted and a Total Abserption Counter (TAC) is placed in the
path of the photon beam. To aveid the radiation damage to the TAC, the electron beam
intensity is lowerad to ro 70 — 80pd. The low intensity of calibration mins enables the use
of the Tagger Master OR (MOR) signal as the data acquisition trigger. The MOR signal
is formed bv OR-ing the timing information from all or any of the 61 T-counters. Using
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Figure 16: Measured ensrgy resclution versus photon beam energy for the PRIV O part of
the calorimeter.

the MOR trigger enables one to directly count the number of electrons that hit the tagging
counbars.
Absolute tagging ratics are defined for each of the T-oounters as:

: NT A=
R nctute = -:; (12)
where ! is the number of electrons registerad in the T-counter ¢ and ."-:fj.*—' is the number
of photons registerad bor the TAC in concidence with an electron in the T-counter :.
A number of possible svstematic errars associated with the determination of the absdute

togging ratics were studied in cur 2004 run. These included:

¢ Effects of incident electron beam intensityv on absclute tagging ratics
¢ Effects of photon collimator size

¢ Effects of collimator position misalignment
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Figure 17: Measured ensrgy resclution versus photon beam energy for the PRIV O part of
the calorimeter.

# Effects of HYCTAL scraping due to beam mis-stearing
# Long and short term reproducibility of tagging ratics
# Effects of the paoir spectrometer dipole fisld on the tagging ratics
# Absorption in the target
While the details of these studies are given in the appendix, the owemll systematic

uncertainty in the Hux detarmination was found to be 19%.

4.6.2 HRelative tagging ratios measured with pair production

The Pair Spectrometer is an essential part of PoimEx experimental apparatus designed fox
relative in-situ monitorng of the phobon Hux, It uses the experimental target to convert
a fraction of photons into ete™ pairs which are detlected in the field of a dipole magnet
downstream of the target and are registerad in plostic sointillator detectors on both sides of
the beam-line. The relative tagging ratics per T-counter are defined as:
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ules. Top: energy mesclution. Bottom: melative reconstructed ensrgy versus position. The
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. NES
R tive = ':l—';_'l (13}
where IV,, is the number of electrons registered in T-counter i and V57 _ _, is the number
of ete~ pairs registerad bv PS in coincidence with an electron in T-counter i.

During our production data taldng, in Fall of 2004, we had random, 1 e not related to
the particles in the beam, clock trgger set up to messure R', . . The use of the random
trgger allows to directly count the number of slectrons in the tagging counters and it gives
the advantage of being insensitive to beam intensity wariaticns.

4.7 Photon beam position monitor

A photon beam position detectcr was construcked by the collaboration that had provided
conbinuous real fime photon beam position and profile information durng the first exper-
iment, a5 well a5 information in the data stream for off-line data analysis. This debector
consists of two identical modules crossed ab right angles to each Other(shown in 25 to give
the beam profile along beth © and v directions. Each module is a linear hodoscope of mulki-
channel Bicron scintillating fibers (X module has 61 channels and Y module has 62) forming
a plane perpendicular to the phobon beam. This detector 15 mounted on a remote controllad
table with the X and Y motion placed just the HY CAL at nominal beam path. Each scinkil-
lating fiber has dimension of 2 « 2 » 13 mm®. The scintillating light from the ibers transmit
through the light guide and is detecked by four 16-channel R5%00-RMM16 Hamamatsu PR Ts.
A compact electronics module provides 64 channels of amplifier and discriminators for ancde
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signals, then conwert them to ECL readout through a time-cver-threshold circuit. The ECL
signals are sent cver bo SI53801-256-Hat scalars and read into epics systems. During the run,
the x and v beam profiles were displayed through a GUT for on-line beam control (shown in
figure ¥ 7 and rend into DAQ for off-line analvsis. This device pedformed beautifully during
the experiment and provided an excellent beam diagnosis tool.

4.8 Data acquisition and trigger

The PromEr data acquisition svstem must read out over 2200 channels of ATC and TDC
infor mation coming from five different detector svstems. These include the HY CAL calorime-
ter, the HY CAL weto, the pair spectrometer, the total absorption counter, and the Hall B
photon tagger. The digitization electronics will span of lesst thiee Fastbus crates which
st be coordinated for proper event reconstruckion.

The PromErdaba acquisition svstem is a COD A based Fastbis svstem utilizing the JLab
designed Trgger Supervisor module. In addition to the three Fastbus crates, this system
includes one CANMAC crate, one VIME crate, and one hvbrid VIME VT crate. Electronics
cocupving six MIM crates are also needed for the first stages of the trigger. A big advantage
of the CODA /Trigger Supervisor system is the ability to run in fully bufferad mode. In this
mode, events are buffered in the digitization modules themselves allowing the modules to be
live while being readcut. This significantly decresses the dendtime of the expernment. All of
the electronics neaded for the PromEr DAQ and trgger electronics has been procured and
15 onsite o JLab.
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4.8.1 Trigger

The FPrimEr trigger is formed from the last stage dvnode signals from HY CAL. The ancde
signals are sent directly to the Fastbus ADC medules via long RG53 cables. The trgger
initially construcked for the 2004 PRIMEX run would have locked for multiple clusters in
HY CAL separated by at least 15 cm. This was done by fanning in strips of like detectors
({ PEIVO, and Pb-glass are done separately ) which span the calorimeter in both the horizontal
and vertical directicns. In the FPHIV Oy region of the calornimeter the strips are either 7 o
8 detechor units wide, and in the Pb-glass the strps are either 3 or 4 detector units wide.
There are 7 such strips in the horzontal direction, and 7 strips in the verfical direchion.
Using strips in this fashion ensures at least Slensrgy deposited in one cluster will be seen by
a discriminabor. Eadh strip was discriminated at a lewel of on half of the minimum ensrgy
7 decmy photon we wish to detect. This level was st to 0.5 GeV since we wish to accept
all events with photon ensrgies 1 GeV or higher The 7 strips of eadch direction are talen to
form a 14&bit word which was then used to access an address of a Memony MMapping Tnit
(CAELN C542). Patberns in which (i) two non-adjncent strips fire in cne direction ar (i) two
adjacent strips fire in bobh directions would have created o trigger.

Howrerer, the commissioning pernod preceding the 2004 run, it was discovered that ren-
soiable trigger rates are cbiained using a tngger based on the total energy sum in HY CATL.
For this reason, it was decided to tole data with the more conserrative and conceptually
mich simpler total energy sum trigger. Bor using the energy sums alrendy established for
the trigger strips, only cne additional lewel of signal fan-in was required to form the total
enargy sum. The energy sum trigger threshold was set at approdmately 2 GeV for the 2001
run, and the trigger rate for the 12 running was a modest, by Hall B standards, 1.2 kHz.
We propose to use the same total energy sum trigger for the next PromEr run.
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Figure 21: Reconstructed versus impact coordinate at the transition region of the HYCATL
calorimeter,

The UVAI2] and 125 linear fan-in and disciminator modules were chosen for the PromEx
trigger elactronics because of the large number of channels (36 for the UVA120 module) and
the economic advantage cier commercial medules. The specific needs of the PRIMEX trigger
required some special modifications to both the TVA120 and its sister module, the TWVAT25.
One significant modification in the TV AI2] design was to male both cutputs inverting. This
allows the module itself to be used as both a splitber and inverter for the dynode signals,
elirmnating the nead for additional hardware, The UVAI2S is used for the last stage of
fan-in and discrimination, and has 4 separate sections; each section has a 8-input linear
fan-in and two builk-in discominators. The timing of the discominators s determined by
the discriminator with the lower threshold, making the timing properties better than single
lending edge discriminators. The TUWVAI25 modules can have the discominabtor threshclds
sat via externally supplisd voltages. These voltages will be supplied wia a CARMMAC DAC
module {digital-to-analog converter) so that the thresholds may be ad justed remctely without
maling an oooess to the experdmental hall

The only user controlled part of the trogger 15 the DAC, which is housed in a CAMAC
crate in Hall B. The DAC is usad to set the threshold for the energy sum trigger. The
CAMAC crobe is controlled remobely over the inbernet, through a kinetic Svstems GPIE
CAMAC controller and Mational Instruments GPIE E-IMet device.

5 Preliminary Results from the 2004 Run

5.1 =¥ Photoproduction Cross Section Extraction

The PramEr Collabormtion hos implemented three parallel data analvsis procedures to ex-
tract the neutral pion lifetime. The primary considerations in event selection invelve (1)HY-
CAL - Tagger timing information, (2) the invarant mass of the photons detected in the
HYCAL, and (3}, the slasticity of the candidate 7° events, where elasticity is defined ==

Ey 4+ Eqn
Eiaggur

L
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Figure 22: Distobution of two gamma inmriant mass from the experimental data set for one
production angle bin.

The first analyvsis invelves an event selection procedurs which ubilizes normalized prob-
ability distributions for each of the above mentioned quantities. In this analvsis, the total
probability of a walid event 15 given by the product of ench of these probabilities as follows:

Tdtal Probability = Timing * InvariantMass = Elasticity (14}

An example of such a likelihood spectrum is showrn in figure 27, For pion candidate events
which are in coincidence with multiple photons on the tagger, this enables the selection of
the best photon. Extensive studies of the inefbiriencies of this selection procedure hore been
performed and found to have negligible effect on the resulting vield.

With this event selection procedure, the correlation between elasticity and reconstructad
invarant moss 15 examined , and a new quantity, termed the “hybrid mass" 5 dehned for
ench event. Asindicated in figure 28, the hybrid mnss is quantity which contains combined
information on the elasticity and invarant mass.

A plot of the hvbrid mass versus pion angle is shown in fgure 29, A cut on the hvbod
mass provides aclean separation of the pion events and the resulting angular distribution is
shown in Agure 30.

Dustin’s analvsis

Ilia's analvsis.



Figure 23: The light monitorng box mounted under neat of HY CATL.

5.2 Theoretical Calculations on Nuclear Form Factors and Back-
grounds
5.3 Determination of I'._..,

5.4 Results of high precizion calibration experiments
54.1 The abksclute cro=s section for pair production

The PromEx expenmental setup provides a unique opporbunity to verify the lumincsity
normalization procedure (including both photon Hux and target thidmess) by measuring
the absclute cros-section far a well known electromagnetic process, namely (et e~ ) pair-
production, without any additional hardware development.

Cress-section calculations for the photo-preduction of ete~ — pais on °C at photon
energies of few Fel” and small momentum transfer |ﬁ| ro 10ke1” relewant for the PrimEx
experiment were provided by A, Korchin![?]. A summary of different contributicns included
in the crees-section calculation are lisbed belowr in decreasing order of significance:

# Bethe Heitler mechanism for pair preduction on the nucleus. Two models, Thomas-
Fermi-MMoliere and Hartree-Fodz, for the atomic form factor describing charge dis-
tobution of electrons were considered to acoount for screening effects dus to abomic

14, Korchin, Khatkor Instibube of Physics and Technology, Khatkov 81108, Ukraine.
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Figure 24: Stability of the light meoniboring syvstem.

elactrons. The Coulomb distortion effects hawe been included acccrding to worls of
Bethe and Maximeon (contribution to the ete~ cros-section of -~ 80%).

# Pair production on atomic electrons faking inko acoocunt the excitation of all asbomic
states and correlation effects due to presense of other electrons and the nucleus (con-
tribution of ~o 209,

¢ QED radiative correcticns (of order a7 with respect to the dominant contributions):
(1) virkual-photon loops and (i) real-photon process + + 4 — et 4+~ + 4 + 4/,
[mntributi-:m of ra 1l — 2995,

# [Muclear incoherent contribufion — quasi-elastic, or quasi-free process on the proton
4 +p—et +e" + A+ p (contributicn of < 0.05%).

# [Muclear coherent contribution, e virtual Compton Scattering, a two-step process
v4+4d =4+ 4 —et 4o 4 A (contribution of ~o 10759,

As an example, hgure 40 shows the caloulated energy distnbution of electrons produced
bv 5.16Gel” photons on EEC' target. The calculations bosed cn three different models of
abomic form factors are shown: Hartree-Focl: (HF ), Thomas-Fermi-IMoliere (TFL ) and a
simpler monopde approcimation introduced by Tsal. As one can see from the hgure, the

36



E gy poalilead| =5

IbHEF oo [ RRE RS TRNLN I T T
oAt | Ve RS
LI . e [-a=raL
TS Pl cdwdw iy Fo B0 .-
L RH I F

LS PP L,

|2
slEn g e p il e s TR

Lam i YA e
e -7.E107
LG LY
" 112281
I'\- pixlmfin
g -H AR
tImIn dimy
2 d4Ehs

4 L phon:
L HE- - RHEN T IiE’:‘E-ﬂI:IE.‘I‘I

L
Mazz g pzl ey -~ 5050
EE
Vi 4.7 03

rZlhn 1

-1.E1355

“.alh

LA L GI:GEF
TR )

:om GRR07G2 .50
3 . et
3 @oo@oo®o4omooe W | gp hw
!_|E+r'|:|'.':11u

Figure 25: The PomEx photon beam posi-  Figure 26: Phobon beam positicn on-line dis-
tion detector. plov.

cross section slightly decreases compared to TFM if the HF from factor 15 used . The difference
between the crosssection based on Hartree-Fock atomic form factor and the coe based on
Thomas-Farmi-Ioliere model is of the crder of = 1% which is indicative of the acourncy of
the calculations.

A schematic of a pair-production event s seen by the PrimEx experimental setup (up-
stream of the tagger) is shown in Figure 11, For pair-production cross-section measurements,
both the incident photon energy and timing infor mation were determined by the tagger. The
strength of the magnetic field of the PS dipole was lowered (bo ~20.220 and 0.293 Tesla «m)
and the electron-positron pairs were swept into the calorimeter where the energy and po-
sition of the each particle wos measured. The trigger signal, o coincidence betwesn Tagger
MOR and HyCal, recorded in a TDC provides timing information of the et &= - pair (see
Figure 77

Figure 42 shows distribution of X and 1 coordinates and the energy position carrelation
for events with incident photon energy in the range 5145 —5.201&e 1, 1 e energy bin 5 after
a timing cut of {—5,4+87) The negative X cocrdinates correspond to peositrons and the
positive X coordinabes represent electrons.
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2-D data rotated onto single orthogonal axis - Hybrid Mass
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Figure 11: Schematic of & pair-production event as ssen by PrimEx experimental sstup (top view].

In part (a) of Figure 42 cne can see a ring of “Campton” phetons arcund the central
cpening of the HyCal and a faint line with negative slope due to pair-preduction generated
kv the halo of the beam hithing the photon beam collimator upstream of the experimental
target. The electrons and positrons created by the halo on the cdlimator are first dellected in
the feld of the permanent magnet in the vertical direction and then b the Pair Spectrometar
dipcle magnet in horizontal direction creating the sloped line.

To eliminate the et e~ -paits created b beam halo and mest of Compton photons, a cut
on the ¥ coordinate of particles |v| < Scm was used. Pair production data were talken with
various sebbings of Pair Spectrometer dipole. For the highest held setbing of ro 0,283 Tesla < m
momenta of 1.6Gel” and less correspond to deflections of particles in the feld of the dipale of
s 37.17em or mere, 1 e detlactions into the cuter Lend-Glass layver of the calorimeter. A cut

5l
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Figure 42 (a) Distribution of X and ¥ coordinates of clusters reconstructed in HyCal. ()
Correlation of energy and deflection in the magnetic fidd for clusters reconstructad in HyCal.

of E+ > 1.685Gel” on the enar gy of leptons limits the analvsis to the inner, high resclution,
lead -tungstate lover of the HyCal which extends cut to £35. 2Thom and enables comparison
of data from runs with different feld setting.

Compton electrons tale meost of the energy at the kinematic regime of the PrimEx
experiment , thus a cut E.+ = 12Gel” would also eliminate a large amount (o 59.9%) of
Compton photons, some of which would cthererise be reconstructed in lead-tun gstata part of
the calonmeter. Ik is worth noting that the distributions of 7 and v coordinates for Compton
photons are identical due to asimuthal svmmetnr of Compton seatbering.

The final step toward the vield extraction is the subtraction of the background due to
Compbon scattering under the electron arm. Foar this purpose the energy distribubion of
Compton electrons was generated for eadh photon ensr gy bin and smeared with the detector
resclution function. The resulting distributicn, shown in Figure T7, is subtracted from data
with appropriate scaling fackor.

The number of atoms per unit area in Carbeon target is: 0.1066 = 10™(£0.053%) [a].
Incwring the photon Hux one can emsily conwert viselds into crosssections. But before the
cross-section obtnined in the experiment can be compared to the one caloulated by theone,
cne neads to tale into accocunt the effects of HyCal rescluticon and the energyv losses of
electrons and positrons before thev readh the calonmeter due to secondarny interackicns in
the target and the helium. To do sothe GEANTS hos been utilized.

First a photon energy is picked acoording to the spectrum of photons present in the data.
Then an electron is generated with a fraction of phobon energy according to the theoretical
specttum. The energies of the elactrons, recorded in the simulation at the surface of the
colorimeter, are smeared according to resclution function of the calorimetar. The genarated
vields were normalized to ocbiain a differential cross-section according to the caloulated total
cross-saction for £, = 5. 18Gel’.

One can see that, for electrons or positrons with energy fraction 0.8 < x < 1.0 the
percent difference betwreen caloulated cross-section and cne medified by energy losses and

a2
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Figure 43:  Absolute cross-section for pair-production differential in fraction of energy of photon
taken by the dectron for £, =491 — 546GeV . The effect of ensrgy losses in the target and the
helium “buffer” is also shown as blue histogram.

Table 1: Total cross-section for pair-production caleulated for the central valuss of the 10 energy

bins.
Energy bin ID | E. avg. Gel’ .:rﬂé_ b
1 191 351.10e
2 197 351.17e
3 503 351.24L
4 511 351.328
5 5.18 351403
G 5.23 35141
7 5.28 351.513
3 534 351.57L
g 541 35164t
14 546 351682

detector resclution is changing rapidly (5% < r < 50% ). Hence, for this regicn of r one could
expact up b 2 — 5% descrepancy between experimental cress-sections and theory (medified
bv energv losses and resclution ) due to the uncertainty of the GEANTS calculation of the

enargy losses. To minimize the potential svstematic errors it s preferables to compare the
experiment and theorv for 0.3 < x < 0.835 whete the effect of the energy losses on the

cross-section is less than 5%%.
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Figure 45: Differential cross-section for ete—-production extractsd on electron arm.

Tahble 2 lists the thecretical and expenmental poir production crosssections for wmrious
runs integrated betwesn x,.;, and x,,... Where x is the fraction of energy of the incident
photon talken by the electron (z = E-/E.).
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Table 2: Pair production cross-section integrated between Tmin and omes.

| Run Mumber | 7,5, | Tims | Taperime] 8] | Tihear, [mb (1- J,W-,nﬂdjai},ﬂu]%
5142 0.3 | 085 181.897 185754 2.10
5314 g3 | 0385 133,565 185,754 —1.52
5142 0.4+ | 035 148, 311 1527 322
5314 g4+ | 035 15+ 711 1527 —-1.32
| 5141 0.4+ | 035 152 28] 1527 0.27

& Tield Statistics.
¢ [Mumber of carbon atoms per unit area — (0.05%).

The number of atoms per unit area - n is given by

Iﬂ:!‘mn: FEI
= — == 153
" A m (15)

where 4 is the cross-section of the beam, g is the density of the target material, ¢ is
the target thickness and m is the mass of the atom of the target material.

# Photon Flux.

The svstematic errar in photon Hux determination, arising from the systematic un-

cartainty in the measuerement of the absclute tageing ratics and the unocerbaint- in
electron counting due to beam intensity varations, is 0.97%.

The statistical error on the photon Hux in the pair-production daba has o small contri-
buticn (0.06%) ansing fram the error on the absclute tagging ratics and is dominated
b the electron counting statistics. The combination of both is given in Table 7 7:

# Bockground subtrackion.

As previously discussed the background from Compton electrons is significant in the
region of = = E-/E, > 09 (see Figure 7). TFigure 46 shows that the relative
contribution of the Compton electrons under electron arm for 0.3 < = < 085 15 nok
larger than 0.3%. Hence, a conservative 50% errcr in debermination of the Compteon
electron background , due to low statistics of gensrated events, results in 0.15% or lesser
errct on the paitr-produckion crees-seckion.

The background due to Compbton photons in region 0.3 < x < 0.85 15 completely
eliminated b cuts: £y p., = 1.2Gel and |V .| < Sem.
# HvCal Resclution.

To stud v the effect of the Hy Cal resclution the GEANTY simmulation was used. The
integrated cross-section for pair-production was caloulated for 0.3 < x < 0.35 while
smearing the energy of the parkicles with a gaussian. The width of the gaussian heos
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Figure 46: Katio of Compton and pair-production yields for 0.3 < 2 < 0.85.

bean vared between 0016 and 0.03 in inerements of 0.002 to mimic the mescluticn
of the calorimeter II].E — 30%). As cne see from Table 3 the effect of the detector

resclution on the croes-section is less than 0.129.

Table 3: Effect of detector resclution on ete~ cross-ssction integrabed betwesn =, = 0.3 and
x =085

# Dulti-photon events

Smearing parameter [%] | o [mb] |
1i6 155,746
13 155 788
24 155 356
332 185 833
24 155328
] 155 541
28 185 957
18 185 806 |

The cross-section caloulation wos mepeated accepting onlv events with 1 photon recon-
structad in the tagger. The photon Hux was recalculated. The procedure resulted in

ete~ cross-section of 1832.014 [mb] for =,

=03and 7,...

= .85 with a statistical ar-

ror on the vield of (0.35% ). The cbtained cross-section is in ewcellent agresment (within
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the statistical errors) with the value listed in Table 2. Howerrer, to be consermtive cne
can assume an error of 0.08% due to photon reconstruction ambd guity.

HCal calibration.

If one assumes that all cther effects have been accocunted for or they are constant orer
time, the errcr on the crosssection, due to drifling detector goins, can be inferred
b comparing the cross-sections from various runs integrated betwean same values of
Ty and x,_ (see Table 2). Assuming independent errors, for error due to detechor
calibraticn (plus all other time dependent svstermatic effects) cne has an upper limit
of 1.97%.

Table 4 summarzes the etror on the expenmental crosssections listed in Table 2.

Table 4: Summary of errors.

Effect Error (%a)
Yield statistics run dependent (r 0.25)

Statistical Photan Hux (R g and electron counting) | run dependent (~0 .37

Photon Hux (F_p . and electron counting) | 0.97

Svstematbical | Mumber of Carbon atoms in the target 0.05
Background subtraction .15
Hx Cal resclution .12
Photon misidentification /double counting .06
Hy Cal calibration < 1892
Total ro k0. H(stat.) £ 2.16(sys. ) |

# Error on the thecretical cross-section.

As previcusly mentioned, the errar on the thecretical wmlue of the cross-saction due to
the choice of the atomic screening form factor is on the crder of ro 19,

The experment is being compared to a theoretical cross section convoluted writh energy
legses in the target. GEANTY provides an accuracy of 5 — 10%. To evaluste the
effect of this error on convoluted theorwy, the energy losses in the simmulation were
artificially varded by £10% and the theoretical cross section was recalculated for region
0.3 < x < 085 resulking in a ~+0.32% difference.

Thus the estimated uncerbainty on the theory convoluted whith ensrgy losses in the
traget i5 1.05%.

Given the above consideratons the experimentaly obtained cross-seckion, for 0.3 < x <

.35 15 in remarkable agresment with theory.
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54.2 Absolute croms section for electron Compton scattering

The lev of the ProimEx experiment is to measure the absclute cross section of small angle
7 photopred uction from complex nuclei. The invariant mass and angle of the pion will be
reconstructad by detecting two decay photons from the 7° — 4y meackion in the HYCAL
calorimeter. It is crucial to calibrate the overall svstematic errors of the experimental setup
b wall known physics proocesses with similar kinematics and the same setup. We used abomic
glectron Compbon scattering and the ete~ pair-production as tools to control svstematic
errors on absclute cross seckion measurement and the stability of the experimental sstup.
The scatbering of photons by free electrons + + € — o + €' i5 cne of the simplest and
meost basic quantum-electtod viamic processes that is experimentally accessible. The lowest
order Compton scattering diagrams were first caloculated o Klein and Mishina in 1929 [34],
and by Tamma in 1930 [35]. There are two fpes of corrections to the basic Ilein-IMishina
formula which must be considered when studving Compbon scatbering at energies above
0.1 GeV. These are radistive corrections, and double Compton seattering contributions.
The interference betwesn the basic Ast-ader single Compbon scatbering amplibude and the
radiative and double Compton scattering amplitudes have been studied extensively in the
literatire [%]-[38]:l [BEI]-[-H:I], and the errcrs on theoretical calculation are less than 1%. The
tokal Compton cross section and forward crces section on O with radiative and double
Compton corrections caleulated b different numeric methods[44][45] are comparad as shown
in figure 47 and figure 43. In the case of tobal croes section it is also compared o NIST
values. They are in good agreement within 0.5%. As aresult, Compton scattering provides
an excellent mean to conbrdd the svsbemabic error of PrimEx expenment on the cross sechion
measurement, including the photon Hux, target thickness, and HY CAL calorimeter detection

efficiency.

The Compton data talen pericdically onoe a weels durnng cur experiment in 2004, The
pair-spectrometer magnet was off in order to detect both scattering photons and electrons
in the HY CAL, and the lower benm intensity waos used due to higher Compton cross sackion
comparing with the 77 preduction. The rest of the setup was theas same as the 7° production
runs. Detection of a Compton ewent is shown schematically in Figure 48, The energyr and
positions of the scatbering photon and electron mensured from the calonmeter, along with
the beam energy determined by the photon tagger, provided a full kinematics on Compton
event selection.

There are three groups in the collaboration analyzed the Compbon data independently.
The results of different analysis are in good agreement within their error bars. The prelimi-
nary result from one of the groups will be described in detail as belowr.

The Compton data set in this analvsis were collected on a 5% R.L. carbon target with
incident photon beam energies of £.85 - 5.45 GeV. To select Compton events, the data were
processed in two stages: (1) reduced slim data files, where loose cuts were applied on the
raw data, and (2) Compton events selection, where optimizad set of cuts were applisd on
slkim data.

The cuts in the stage cne included:
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Figure 47. Companson of theoretical caloula-  Figure 43 Radiated Iilein-Mishina cross sec-
tions on Compton total cross with mdiative  tion integrated over HYCATL solid angle.
corrections by different methods. The bob-

tom plob shows the deviabion betwesn teo

different calculations is less than 0.3%.
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Figure 48: Detection of a single Compton event in HY CATL.

e |tdiff| = 20 ns, where tdiff is the coincidence time between the photon tagger and
HYCAL total sum,
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¢ Total energy deposited on HY CAL 7. E; = 3.5 GeV,

¢ E; >05 GV, where i =&, o'
The cuts in the stage two included:
e |tdiff| < 5.35 ns - S coincident timing cut,

e Ao < 25 - 5o coplananty of & and+’ cut,

# L15lcm < | < 33.232 cm - HYCAL fiducial cut, i =&, o/,

e L1580 em < |wy| < 33,200 cm - HYCAL fducial cut, i =&, +/,
o —0.6 GaV < Eyyg — Eg(Ey,x,v) < 1.2 GeV - momentum conservation cut,

# 625 cm <z, < 825 cm - interaction verben cut,
# R . = 160 cm - minimal separmtion of scatbenng e and + on HY CAT,

# crisscross cub aimed at removing the pair proeduction background.

whetre z, is the distance from the target to HY CAL calculated by using tvwo cluster coordi-
nates on the calorimeter; Ey( £, 7, v) is the initial photon ener gy derived from the knowled ge
of the energy of the higher ensrgy cluster and the position information of both clusters on
HYCATL. The GEANT LMonte Carlo simmulation indicates that the air preduction background
showrn in Agure 50 mainlyv come from the colimator located upstream of the PomEx target.
The permanent magnet located betwesn the collimator and the target bent the trajecho-
ries of electrons and positrons o HY CAL. Without the presence of magnetic field the pairs
would had besn undetected through the central opening in the calorimeter. About 259 of
statistics were lost due to the cut to eliminsbe the pair preduction background., We plan
to solve this problem in the future runs by incrensing the magnetic fisld or replacing the
permanent magnet with an active magnet. The last two cuts are shown in the figure 5.

To extract final Compton vield, the elasticity distribution (AE = Ey — (E. + E.), where
Ey, E! and E_are measurad energy of incident photon, seattering photon and electron ) of the
events, selected by using the cuts described abowe, were fitked with the signal and background
distributions for evary ro 1% energy bin defined bv one photon tagger T-counter. The signal
distribution is generated bo Monte Carlo simulation based on well known theoretical angular
distobution of Compton scatbering including the radistive coarrechion and double Compton
contribution, detector resclution and acceptance. The same Monte Carlo program was also
used in 77 data analvsis. The shape of the badiground is modeled with the cut-of-time
events selected from the datn using the same cuts described abowe except for timing, which
was changed to |bdiff| = 5.35 ns. Monbe Carlo and badiground distributions were then it to
the data using masxdmum likelihood, as shown in igure 51, This two-parameter fit masdamizes
likelihood function by Anding the best overall strengths for the signal and background. Then
the vield is cbiained by the number of events in the data after background subtraction.
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Figure 50: Ewent selection. Shown in the plot are two geometric cuts: (1) minimum separa-
tion cut - white circle, (2} criss-cross cut, white lines, that aims af removing pair production

background events.

From the extracted vield combining with lumincsity and detector acceptance, the prelim-
inary results of total Compton cross section and average differential cross section in forward
direction were cbtained, s=e Figures 52 and 53, PBoth measured total cross section and
forward differentinl cross sechion are consistantly agree with theor predictions within ™.

Various svstematic error studies are performed for each mensurement point with -0 1%
energy resclution defined by one tagger T-counter. I includes controbutions listed belowr.
The result of the systematic studies 15 detailed in Table 5. The mrerage systematic error of

one data peoint is 1.379.

# incident photon Hux,
® target composition and thickness,
# coincidence timing,
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Figure 51: Yield fit, with background shown, for T counter 1.
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Figure 52: Total Compton cross section. The band on the plot represents the svstematic
uncertainty of the messurement. The energy resclution for each peoint is about 1%.

& coplanarity,
# the dependence of the cross section on adiative tail cut,
& geometric cuts stability,

# signal-background separation,



Forward Compton Scattering Cross Section
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Figure 53: The forward Compbon cross sechion averged over the HyvCal acceptance. The
band on the plot mepressnts the systematic uncertainty of the messuremeant.

== - - T = -]

e vield fit stability

TChy || Fhee | Tgh | A7, | 2 | Fad Tail | Geom. | 5g/Bg | Fit | Syst., | Stat, | Total

1 1.0 | 008 | 00 | 017 0.001 0.az 0T (007 | 143 | 080 | 172
2 1o | 008 | 001 018 0.010 085 101 | 00758 | 1,50 | 0.84 | 1.83
3 10 | 00s | 00l 0.13 0.0 0.583 0@a0 [ 007s | 1.2B ) 073 | 1.65
4 1o | 008 | 0o | 017 0,210 0.2l 074 [ 0107Ss | 1,35 | 0,82 | 1.65
] 1o | 0os | 013 | 018 0,023 0.7l 052 [ 007 | 136 | 0.86 | 1L.64
5 1o | 0os | ooe | 017 0.310 0.0 040 [ 00T | 118 | 0.85 | 1.50
il 10 | Gos | 003 [ 019 0,130 060 02 | 007 || L.22 | 0.8Y | 1.53
& 1.0 | o8 | 003 | 017 0,130 (.65 041 | 007 || 1L.28 | 0.8 | 1.58
] 10 | Gos | ole | 018 0. 230 (.35 105 | 00OTH | 1,52 | 08O | L.v7
10 1.0 | 008 | 003 | 021 0.027 050 0a0 (0078 | 1.3 | 07B | 1.58
11 1.0 | 008 | 00 | 021 0. 160 0.42 1o7 | 0075 || 1.5 | 074 | 17T

Table 5: Svstematic uncertainties for ench T-counter. All values are in %. Statistical errce
accounts for vield and photon Hux Huctuations.

To incrense the statistics, every two T-counts are combined together. The extracted
tobal Compbon cross sections are shown in fgure 54 Both syvstematic and statistical errors
of ench data point are descrited in Table 6. The average total errcr is 1.41% for each point
with 2% ensrgy rescluticn.

In addition, bv messuring Compton cross section percdically allows one to monitor
the stabilithy of the experimental sstup. Figure 55 shows the tobal Compton cross seckion
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Total Compton Scattering Cross Section
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Figure 54: Total Compton cross section. The band on the plot represents the sistematic
uncertainty of the messurement.

TCh | Fluc | Tgk | AT, | 2w | Bad Tail | Geom. | 8g/Bg | Fit || Syst. | Stat | Total
1-2 || 1.0 | 008 | 003 | 0088 | 0008 091 | 048 | 0083 || 144 | 0.61 | 1.56
i—4 || LO | 008 | 003 | o088 | o0 088 | 042 | 0.083 | 1.28 | 0.57 | L.al
5—6 || LO | 008 | 003 | 0088 | o0 048 | 040 | 0083 | 1.18 | 0.60 | L.a2
T—8 || L0 | 008 | 003 | 0088 | o000 033 | 027 | 0083 || 1.13 | 0.61L | L.28

10-11 | L0 | 008 | 003 | 0088 | o0 088 | 038 | 0083 | 1L.37 | 0.54 | LaT

Table 6: Syvstematic uncarbainties for combined two T-counters. All velues are in T, Shatis-
tical error acoounts for vield and pheton Hux Huckuabions.

changes cver the run numbers. The meassured values at latber runs consistantly higher
than predicted walues, which can be directly associated with the beam lenknage from other
hall during the labter pericd of the experment identified by the pair-production luminesity
meonitoring technique described in this proposal.

In conclusion, the total cross section and forward differentinl cross saction of Compton
scatbering in 435 - 545 GeV energy range were measured with PrimEx setup. Thev are in
encoellent agreement with thecry predictions with ™% precision. For each data poink with o
energy resclution of 2% defined by two T-counters, the average systematic errcr is 1.28%, the
statistical error is 0.58%, and the average total errar is 1.41% (see Table ). Since Compton
scattering in this energy range completely mimic the 77 lifetime experiment, the precisicn
cbtained from the Compton measurement demonstrates that the PoimEx expernmental setup
hos the capability to measure the shsdute cross section 7 production with o 1.4% accuracy.
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Figure 55 Tobal Compton croes sections change cner the run numbers.

6 Plans for a future run

6.1 New improvements
6.2 Run time and sdchedule

Calibration and setup checloout 6 doovs
TAC I:n-:rmﬂli':.:l.ﬁ-:n] runs 1 dav
Empty target (both Compton and 77) | 2 days
Compton and e¥e” 4 dms
"EPh preduction running & demvs
EC production running 7 deovs

7T Summary

We are requesting the continued support of the Jefferson Laboratory management for our
efforts to pedorm a precision test of the andal ancmaly in quantum cdhromedvnamics. The
fundamental importance of this experiment is evidenced by the fact that in anficipation of
the results, three independent theoretical caloulations on the decomr rate hare been parformed .
The caloulations based on both nexd-to-leading crder chiral theory and QCD sum roles have
indicated an increase in the width from the leading order. In cur view, this provides an in-
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creased impetus to perform a measurement of this width with a precision commensurate with
the theoretical knowledge. The PomEx Cdlabormation is at present the onlv cdlaboration

in a position to perform these measurements.

The Collaboration has designed , developed and constructed a multi-million dollars e
perimental setup which was commissioned during the first PrimEx run in 2004, The prelim-
inar result from this data set has reached the errer bar of ~+ 3% cn the 77 lifetime. The
analvsis result indicates that the collaboration has the capability to contool the systematic
error. In crder to reach cur final goal of 1.4% precision, we are requesting for n days of €
GV beam time in Hall B, This will be one of verv few fundamental tests of QCD can be
performed at lowr energy regicn.
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8 Appendix I. Previous Experiments

8.1 The direct method

A direct messurement of the 7° lifetime can be made by observation of the decay distance
betresn the production and decmv points. This has proven difficult because of the high
spatial resclution which is required dus to the shert lifetime, v =~ 107 sec. To be able to
discern distinct produchion and decoy points, one must tale advanbage of relativistic time
dilation to hove the pion survive long encugh in the labomtory frame. Additionally, good
knowledge of the energy distribution of the produced pions is necessary in arder to extract
the lifetime via this methed.

The most recent result emploved direct method was carded cut at the CERIMN 3PS in 1935
(shown in figure 1). In this experiment, a 450 GeV/c proton impinged upon two tungsten
toils wheose separation wos wariable. The frst foil served as the 7 production target, and
the second foll conerted the 7 decoy photons to electron-positron pairs, and the positrons
ware subsequently detected. By messuring the positron rates for three different foil spacings
ronging from 5 to 250um, the authors were able to determine the lifetime. The dominant
svatemabic errors arise from uncertainkies in the 77 spectrum which was not measured but was
assumed to be the arthmetic mean of the 7+ and 7~ spectra. In additicn, corrections had

to be made for the Dalitz decoy of the 797, conversion of the photons in the 7° production
target, prompt positron and photon preduction, and positrons from the decay of n's. A pion
lifetime of 7= = (0.897 £0.022 £0.017) » 107'® seconds wos reported|[14], carresponding to
awidth of T » = (7.344£0.13 £0.11) &V.

It is interesting to note that this experiment, the most precise of those perdformed to
date, gives a result which is smaller than the leading order chiral ancmaly prediction[l, 2]
Furthermore, with the labest colculabions bosad on both nesd-to-lending order chiral theory
and Q) CD sum roles described abowe, the discrepancy between this measurement and theory
widens to more than thres standard deviations. The expernment proposed heare will direct]ly
address this discrepancy.

8.2 Measurements using v collisions

The 7 width has heen messured using electron-positron collisions at DESY vwia ete™ —
ete—y"y" — ete~7° — ete 5 [15]. The incident leptons are scatterad at very small angles
and are not debacted in the final state. In so doing, they madiate quasi-real photons thak
couple to the 7 which is subsequently identified in an inwmriant 4+ moss spectrum. The
photons were detected using the Cristal Ball detector which consists of a large arror of
Ial(Tl) crystals providing 957 solid angle coverage. Contributions to the systematic errar
included luminceity normalization, detector efficiencies, cosmic my rejection, and beam-
gas collisions. The latber effect arises from the producticn of 79% +via the inberaction of
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the leptons with the residual goas in the beam pipe. The esulting width cobbained was
T .=(7.7£05+£0.5) &V, very close to the prediction of the ancmaly but with a relatively
large errce. The value cbiained in this experiment is the same as the Particle Data Bock
average but was not included in this awermge[3].

8.3 Measurements using the Primakoff effect

The Primakoff effect, 1. e photopion preduction from the Coulomb field of a nuclsus[15],
has been used in a number of experiments to study the 7 lifetime [13, 42, 13, 19]. The
production of 7°% in the Coulomb feld of a nucleus by real photons is essenbially the inwerse
of the decayr 7 — ~+, and the cross section for this process thus provides o messure of the
7 lifetime.

Using bremsstrahlung beams of energy 4.4 GeV' and 6.6 GeV at Cornell, Browman ef
al [+3] measured the Primaloff cross sections on several nuclei, and cbtained a total decay
width of T » = (8.02 £ 0.42) &V, However, o5 was pointed cut in [16, 13] the queted arror,
does not have anyv contrbution from uncerbainties in the lumincsity o detecticon efficiency
(see table 1 of [43]), and is an underestimate. An analogous mensurement of the n width[20]
using the Promalcoff effect emploving a wernr similar setup and analvsis procediure is not in
agreament with other expenments.

The cther tero Primaleoff messurements shown in Aigure 1 were performed with bremsstrah-
lung beams of 1.5 and 2.0 GeV ot DESY[42] and 1.1 GeV at Tomsk[18]. Fram figure 1 it
can be seen that the DESY messurement is high compared to the thearebical predicticn
and the Particle Data Book asrerage. Although both of these measurements have relativelw
large errors they were included in the Particle Data Book overage[3]. An clder Primalocff
experiment performed with 0.95 and 1.0 GeV bremsstrahlung beams at Fraseati[19] has net
been included in the Parbicle Daba Boolk avwerage and is not shown in figure 1.

In view of the strong interest in the subject, the dispersion of the previous results, and
the recent awvailability of high intensity, high energy tagged photon beams, a high precision,
state-of-the-art mensurement of the 7 lifetime i5 needed. In post several vears, PrimEBx
collaboration has developed an experimental sebup combining exdsting Hall B tagged photon
faciliby at TIMAF with a newly deweloped a stabe-of-the-art, high resclution electromng-
netic colonmeter. It will enable a messurement which will offer thres distinet advantages
over previous measurements involving bremsstmahlung beams: (1) the quasi-monodhromatic
nature of the tagged beam will enable a clean ldnemabical separation of the Primalcf
mechanism fram varous background processes, (2) the tagging technique will enable sig-
nificantly bebber conbrel of systematic errors associabed with the photon Hux normaliza-
tion, and (3) high resclution and high efficiency electromagnetic calorimeter will enable
precise measurements on the inmriance moss and production angle of the 7% The frst
PrimEx experimental data set was collected in Hall B in fall 2004, The preliminary result
15 I'I:.'r':' — 4y = T.83 4 —E.l%l:sf‘af T+ —E.ﬂ%[sr_..‘s 1 eV, More beam time is requested in this
proposal to reach cur final goal of rv 1,49 precision.
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9 Appendix II: Systematic Effects Relating to Photon
Flux Determination

9.1 Effects of incident electron beam intensity on absolute tagging
ratios

TDue to the tedhical imitations of the TAC the absclute tagging ratics can be measured cnly
at beam intensities which are ~+ 10° times lower than the intensity of a regular production
run. Ik is imporbant o demonstrate that the tagging efficiencies cbtained at beam inbensities
of o Blpdmps are wmlid when applied to the data collected at the high beam intensities of
about 30 to 130 ndmps. To investigate this, during cur running pericd in Fall of 2004 we
had normalization runs with waricus beam intensities (10 — 120pdmps).

Figure 5% (top) shows the absclute tagging rabics =s a function of T-counter number
measured at different beam intensities. An artificial shift was intreduced on the horizontal
aods in order to be able to distinguish the different messurements. As a resulk, one has 11
groups of 4 points (one group per T-counter ). The weighted awerage was calculated for each
of the 11 groups. Figure 56 (bottom) shows the percent deviaticn of each messurement
from the mean value for the relevant group. Mo noticeable sivstematic dependence of tagging

ratics on the incident beam intensity was detected when wmrving the beam intensity from
0pdmps to 120pdmps.

0.2 Efect: of collimator size

A decision was made for PrimEr to run with verr loose collimmtion of the bremsstoah-lung
photon beam to cut cut the beam halo, Together with careful meonitoring of the beam
position, collimation should incrense the stability of the lumincsity by leeping the photon
benm fooused at one spot on thetarget and thus reducing the effects of possible nonu niformity
of the target thickness.

Two different sizes of copper collimators were available for this purpose. In Figure 57
(bop) the relative tagging rabics are plotted wversus T-counter ID for data taken with 2
different collimators. For reference purposss a result with no collimation is also plotted . For
these mensurements, the statistical error on each point is on the crder of 0.15%,. It is ensy
to see from Figure 57 (botbom) that the 12 Tmm collimator cuts out rv 17 of the photon
beam and 8 mm collimator cuts out o 4% of the photon beam.

9.3 Effects of collimator position misalignment

Figure 53 shows the position of the collimator on its ladder wermus run number. One can
ensilv sse that the entire running pericd can be divided up on teo groups of runs. The group
1) with run numbers from 4100 to 42895 with collimator at 7.075in and the group 2) with
run numbers from 4502 to 5447 with collimator at V.02in. Ikeeping in mind the required
pracision of 1% on the photon Hux, it is impartant to investigate the extent to which the
tagging rabics are affected b this shift.

The tagging ratice mensured for 5 different positions are shown on Figure 59 (top).
Figure 5% (bottom) shows the percent deviation of tagging ratics, mensured at different

va



I:E-F 095
094
a5z

a9
QB8

0.85

o
i

percent deviation from the mean
=]
i o

Figure 56 (top) Absclute tagging ratice plotted as a function of T-counter mumber for runs
with different beam intensities, (bottom)] The pearcent deviations from the mean for tagging ratic
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measurements mads at different beam intensities for the first 11 T-counters.

positions of the collimator, from the wmlue which was measured with the collimator in its
nominal pesition (ze at 7.02in). From Figure 58 (bottom) one can easily see that the shift
in collimator pesition from 7.02in to 7.15in (o 3.3mm) lowers absolute tagging ratics by
about 0.34%, hence if neaded runs 4548, 1326, 4327 can all be used when calculating the
final tagging ratics to reduce the the stakistical errcr. O ne can also notice that larger shifts

in collimator pesition result in v 1. 2% and more reduction of R,y
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Figure 57: (top) K., meagured for 3 different collimator sizes, (bottom | Percent deviation from
the uncollimated value.

9.4 Effects of HyCal scraping due to beam missteering (uncolli-
mated beam)

As described in Section 77 the space betwean the Pair Spectrometer dipole vacuum wind owr
and the face of HyvCal is talen up by o helium bag. The HxCal has a central opening to
allew the uninteracted beam particles to poss through. A Gamma Prefiler (GP ) was installad
directly behind the calorimeter to monitor the shape and the position of the photon beam
during the expenment. Ideallr cne would plase the TAC right at the position of the target
but given the technical constrints in cose of PrimEx, the TAC wos mounted on the zame
moving platform as the GF behind HyCal and was placsed in the path of the photon beam
interchangibly with the GF to perform a normalization run. In this configuration the photons
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rmust trawel through a 115 « 4. 15¢m” central opening in HyCal (see Sectian 7)) before they
can be megisterad in the TAC. Consequently it is necsssarv to evaluate to what extent the
size of the HiCal central opening and the alignment of the photon beam with respect to the
H+Cal ands affect the results of normalization mins. For this purpose the direction of the
photon beam was purposefully altered and the tagging ratics were measured. To allow for
lar ger artificial shifts in beam position the collimabor was rebracted during this study. Due to
the fact that this investigation was done with uncollimated beam it places an upper limit on
the amount of the photon beam that can be cut b HyCal due to scraping. Because the GP
was mounted on the same moving platform as the TAC, photon baam position mensurements
were possible cnly before and after o normalization run. In light of this, the study described
in this section should be considered cnly a5 qualibative exercise.

It waos determined that in the absolute coordinabe swstem of the GF, the nominal photon
beam position is: X_, = —0.83mm and ¥, = —145%mm. Figure 60 (top) shows several
mensurements of tageing ratics with different beam positions. Run # 1338 wos talen with
the beam at its nominal posibion. For mun 2 4340 the beam was stested a little cver Smm
in positive 17 direction to (—0.95,4.09). For run # 4341 the beam was at (—6.54,—1.23).
During run # 4342 beam was at (—9.45 -152) — r.e about 35mm off of its nominal
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Figure 58: (top) B, measured for & different cellimator positions measured in inches. (hattom)
Percent deviation from the messurement taken with collimater in its nominal pesition (7.02in).

pesition. For run # 4343 beam wos at (512, —1.44) — r. e about &mm off of its nominal
positicn.

This qualitative study indicates that the HvCal and the beam were not positioned ideally
with respect to eadh other. Runs & 4342 and 4343 indicate that a -0 3.5mm shift in the
beam position in negative direction has the same effect on the tagging rabics as a rv Gmm
shift in the positive direction along the X avdis. Also runs # 4340 and 4341 indicate aslight
incresse (rv 0.23% ) in tagging ratice when the beam is steered S5mm in positive 17 directicn
of Smm in negative X direction.
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9.5 Long and short term reproducibility with uncollimated beam
To test cur ability to pedorm o consistent mensurement of the abscute tngging ratics,

Bt ute, W2 had badi-to-back normalization runs which were taken only 20 — 25 minutes
apart. The pair spectrometer magnet wos oparating at o 800 dmps.

As it can be seen from Figure 61, the study shows that all 4 runs agree within the limits
of required precision and statistical errors.

Figure 62 (top ) shows the absclube tagging ratics mensured for the first 11 T-counters.
These runs were talen v 4 and half hours and 5 davs apart from each other. Figure 62
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(bottom) shows the percent deviation of the tagging mtio for each T-counter from the rel-
evant swerage wmlue. The statistical errcr for each point is on the crder of 0.2%,. As seen
from the plots, all three menasurements are in very good agreement with each other (betber
than 0.3%). IMote that since since all three messurements were talken with different sethings
of Pair Spectrometer dipole, this study also shows that there 15 no detectable dependeance of
absclute tagging ratics on the magnetic fsld of the PS5 dipole when using an unoollimated
photon beam.
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Figure 62: (top) Ha, measured for 3 runs which were spread in time during cur data taling.
(bottom) Percent deviation from the mean.

9.6 Effects of the PS dipole hield with collimated beam

As was already demonstrated in Section 9.5, the P3 dipole fiald has no mensurable effect on
the tagging efficiencies in the cose of an uncollimated photon beam. Since, due to technical
difficulties with the PS5 power supply, the normalization runs were performed at different
volues of the magnetic feld of the PS5 dipols, and the production data for PrimBx were
tolen with a 12.Vmm collimator, it 5 important to investigake the effect of the magnetic
fheld on the tagging ratics measurad for a collimated beam.
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9.7 Absorption in the target

Some of the photons are absorbed in the target without producing a 7% Special TAC runs
with a carbon target placed in the beam were performed to study this effect. Figures 64 and
G5 showr o comparison of tagging efficiencies mensured for target in runs to those measured
for target cut runs for messurements pedormed without and with pheton beam collimabion.
Both studies vield consistent results indicating that ro 3% of photons are lost in the target.

Since PrimEx is aiming for a v 1.5% level shsclute crosssection mensurement cne
has to correct the vields for abscrption of photons in the farget. The main reackion of
interest for PrimPx, (7% — ~+ ) and the cansistency ched: reations (Compton effect and ete-
production ) are affected bor the photon absorption in the target on different levels. In the
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case of Compbon and Primaleoff effects not only the promary photon but also the secondary
photons can be absarbed in the target. Since Compton scattering or m"—production can
happen anywhere along the longitudinal direction of the target, the result of this study can
be used to set an upper imit on the effect of phobon absorption.
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Figure 64 (top) Ha. measured for runs which were taken with target in and target out. (botbom)
Percent deviation from the messurement obtained with physics target out; no photon collim ation.

10 Appendix III: Target thickness determination

We propose to use two targets in this experiment, *C and *™¥FPb. The carbon target is
approcdmataly 330 mil thick (5% R.L.) and uses Highly Ordered / Oriented Pyrolitic Graphite
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Figure 65: (top) R, mensured for runs which were talen with taget in and target cut.
(bottom) Percent deviation from the measurement cobtained with physics target cut; with

photon collimation.

(HOPG ) as the target material. The lead target is a rolled metal target approsdmately 12
mils thick (5% R.L.) and uses 99% enriched "™ Fb o5 the target material. The uncertainties in
the effectiwe areal densities of the carbon and lead targets are 0.05% and 0.43%, respectively.
Both targets were utilized in the fArst PrimEr nin. In this section the methodcloge for
mapping the effective areal densities of the targets I:afamsl,n'cm: I and the estimated errors
are described. Most details of the analvsis can e found in PrimEr note Z£25.

A micrometer with precision of £ 0.05 mils was used to make a map of the thickness of
the HOP G target. Figure?? shows the micrometer map points, and the messured thicknesses
in the central region of the target are alsc shown, The thickness varies by approcdmately
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Figure 66: HOPG density measurements.

0.04% cwer the central region of the target. The mass density of the HOPG material was
measured using the water immersion technique. HPLC grade waober wos used, which is
submicron filbared | packed under inert gas, and has o moacdmum limit of impurities at 1 ppm.
Corrections were made for the temperature dependence of the waber density. A microgram
scale waos used to weight the target bloclk in air and in the water. The moss densities of teo
identical HOPG blocls were measured three consecutive times, and the results are shown in
fgure 66. The HOP G mass density used in calculating the areal density of the target was
the awrage of the first five mensurements (trial #6 was excludaed ), and the errer in mass
density is talen from trial Z£3.

Twio corrections were applied to pI” to obtain the effective areal density of the target.
The first correchion is for impunties in the target, which can produce neutral pions through
the Primaloff process. The second accounts for the attenuation of the incident photon beam
in the target. The MIST XCOLI dakn base was used to calciilate the effect of incident beam
absorpticon. Magnetic Proimaleff produchion from 130 is verv small compared o Coulomb
Primaleff production, and can be neglected. The final result for the effective number of ¥ C
atoms/cm” in the target is: Nees (2 =6) =10461 = 10%atoms /cm” £ 0.05%
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The lend target was manufactured b Oal: Ridge [MNational Labormtory, and is arclled foil
of isctopically enrchad ™ Pb, with 89% purity. The thidiness of the target is approcdmately
12 mils, which corresponds to 5% mdiation length. Pecause the target is a thin foil that
can be ensily damaged, direct measurements of foil thicknesses using a micrometer were
considerad rislye For this reason, an alternative method was devised which utilized e-rao
attenuation to mensure the foil thidiness. X-ravs from the &0 1=V line in ™ 4dm were
collimated to a spot size approcdmabelr 2 mm in diameter. X-roos that possed through
the target were detected in a 1 inch diameter Mal detector located behind the target foil
By comparing the attenusfion of x-ravs through the foil at wnricus points, the thickness
at these points can be determined. X-Y stepper mobors were used to scan the lead target
over the ™!14dm source, and a map of x-ray atbenuabion versus farget (xy) was cbiainad.
T target scons were performed: the first waos o run with 200 mil step sizes, and then o
second run about a month later with 100 mil steps. Since the x-rayv abscrphion constant for
lead is not kknown with sufficient accuracy for our needs, the constant wos mensured at four
cff-center points on the target. This was done by taldng x-rav atbenuation and micrometer
measurements ab those points durng the 200 mil and 100 mil sbep runs. Figure 67 shows the
results of the study. For a given step size, the four mensurements of x-rov absorption agree.
Howrever, there is a shift when companng the results with the 200 mil step versus the 100 mil
step size. To leep the analvsis consistent, the 200 mil absorption constant wos applied to
the 200 mil step data, and the 100 mil abscrption constant was applied to the 100 mil step
data. The consistency of the analyvsis can be checled by verifiing that the target thicknesses
cbtained in both scans agres within errces. The target thidiness map from the 100 mil step
scan 15 shown in Figure 63, The plot indicates a plateay near the center of the foil. The
apparent increase in thickness at the very corners of the data 15 most lisely caused o the
target frame. Figures 68 and 70 show crosscuts through the lead target along the ™ and X
axes, respectively. Results from both the 100 mil and 200 mil step scans are shown on the
plots, and there is good agreement between the two data sets. The crosscuts clearly indicnte
a plateau near the center of the target that exbends cut to a radius of 200 mil. During the
2004 Primen: run, the target lndder waos positioned so that the beam went through the center
of the lead target to talke advantage of the relatively uniform target thickness in this area
of the target. The areal density of the lead target was calculated using the average of lead
mass densities listed in the libkerature. Corrections were applied to acocount for the effects of
impurities in the target, and for aftenuation of the incident beam. The result is

Negel 2 = 82) =9.875 » 10P° £ 0. 43%atoms/cm®.
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