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This note presents the reason for replacing the magnet power supply’s (MPS) remote interface with a Python program and the subsequent 
issue found. 
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The MPS for the Hall A Moller experiment uses a fixed 
port to respond to ASCII commands over TCP/IP. During 
normal operations, the response to the ASCII commands is 
either done when the MPS has its main AC power (480 VAC 
3-phase) applied or when control power (120 VAC 1-phase) 
is enabled and supplied. 

After the site acceptance test was completed, the input AC 
power was removed to prevent powering the test coil; to en-
able control power requires manually moving a switch on the 
MPS, along with supplying the 120 VAC from a wall outlet—
a procedure not conducive to quick changes, as features are 
being added, to the Programmable Logic Controller (PLC) 
code that oversees control and monitoring.

To resolve the issue, a Python program was written to act 
as the TCP/IP server in place of the MPS unit’s server. The 
PLC modification required was to change the IP address from 
that of the actual MPS to the IP address of the computer run-
ning the Python code.

Currently, the Python code responds to the PLC command 
queries with fixed responses based on the MPS being in an 
off-and-non-faulted state. However, it is trivial to modify the 
responses given to the PLC.

It was found that running the PLC without any delays re-
sults in ~10 ms between commands, significantly faster than 
will be needed in the final system. 

An issue found was that in using the command 
MRTIGBT:ALL, which returns a list of all insulated-gate 
bipolar transistor (IGBT) temperatures from the four power 
modules (each containing three IGBTs), along with the maxi-
mum temperature of each power module—16 temperatures in 
all—the PLC was splitting the response command between 
successive calls, Fig 1. This issue is currently being investi-
gated. As the first response appears to be limited to 80 charac-
ters, it is speculated that a length is not being updated correct-
ly or a character array is not the correct size, as not all PLC 
functions can use strings and require character arrays instead.

The Python replacement for the MPS remote interface has 
allowed for quick iteration on the PLC code while additional 
capabilities are added, without the need to physically access 
the MPS.

FIG. 1.  MRTIGBT:ALL response split among two commands, blue and red arrows.
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