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PDFs
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probability of looking at a proton with scale Q2 and finding in it a parton i 
carrying a fraction x of its momentum

can’t be computed in pQCD

they evolve by DGLAP evolution equations

universal
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FIG. 1. (a) oA~/O'D and (b) or~/aD vs x. Only random errors are shown. Point-to-point systematic errors have
been added linearly (outer bars) where applicable. The normalization errors of + 2.3% and + 1.1% for crA~/oD (E498)
and oF~/aD (E87), respectively, are not included. All data for W» 1.8 GeV are included. The data have been cor-
rected for the small neutron excess and have not been corrected for Fermi-motion effects. The curve indicates
the expected ratio if Fermi-motion effects were the only effects present (Ref. 11). High-Q2az, /oD data from EMO
(Ref. 2), Iow-g o'Ay/ao and ac„/o'D data from Ref. 9, and photoproduction o'A~/oD and oz, /oD data from Ref. 13 are
shown for comparison. The systematic error in the EMC data is + 1.5% at x = 0.35 and increases to + G%%uo for the
points at x= 0.05 and x= 0.65.

sumably higher-twist effects in the language of
QCD, may be important.
Figure 1(b) shows our recent measurements'

of oz,/crD in a similar Q' range, and the EMC da-
ta' at much higher Q'. Also shown a,re values'
for oc„/oD for (Q') = l.2 (GeV/c)' as well as oF, /
gD from photoproduction data. " These data from
heavier targets taken together also indicate that
at low Q' shadowing effects may cancel some of
the nuclear enhancement at low x. These addi-
tional Q'-dependent nuclear higher-twist effects,
like higher-twist effects in the nucleon, are ex-
pected to be small at large values of Q'. There-
fore, the extraction of AQcD from structure-func-
tion data taken with nuclear targets at high values
of Q' may not be affected by these terms.
We have performed a linear fit to the a„,/cD

ratios for our data in the range 0.2 & x & 0.6 [(Q')
= 5.35 (GeV/c)'] and obtain an intercept at x =0 of
1.11+0.02+ 0.023 (where the second error is sys-
tematic) and a slope of —0.30+ 0.06. A similar
fit to our crF, /crD results' [see Fig. 1(b)] over the
range 0.2 & x & 0.6 [(Q') =6.55 (GeV/c)'] yields an

intercept at x=0 of 1.15+0.04+0.011 and a slope
of -0.45~0.08. Our slope for steel is consistent
with the slope of —0.52 + 0.04+ 0.21 reported by
the EMC collaboration. ' The fitted slopes, which
axe not affected by overall normalization uncex
tainties, indicate that the nuclear distortions in
aluminum and steel exhibit a simila, r trend.
The understanding of the mechanisms responsi-

ble for the distortion of the structure functions of
nucleons bound in a large nucleus has been the
subject of several recent theoretical papers.
These include ideas such as six-quark bags, "
pions and quasipions in nuclei, "delta resonances
in nuclei, "diquark states, "a.nd percolation of
quarks from nucleon to nucleon in a large nucle-
us." The data indicate that there are three inter-
esting regions: (a) the low-x region where shad-
owing may be important at low Q', (b) the inter-
mediate-x region where quark distributions in nu-
clei become distorted, and (c) the high-x region
where Fermi motion is important. The theoreti-
cal understanding of these effects is still in a
very qualitative state and new experiments de-

536

Phys. Rev. Lett. 51 
(1983) 534

PDFs in the nuclear medium
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Despite the big uncertainties, it is clear from the data 
that something happens in the nuclear medium


One can describe this in many different ways:


theoretical models

modify the evolution equations

modify the PDFs

S. A. Kulagin and R. Petti, Nucl. Phys. A 765 (2006), 126

H.T. Li, Z.L. Liu and I. Vitev, 

arXiv:2007.10994 [hep-ph]
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Despite the big uncertainties, it is clear from the data 
that something happens in the nuclear medium


One can describe this in many different ways:


theoretical models

modify the evolution equations

modify the PDFs

nPDFs: one way (among many)  of describing 

how the partons behave in a nucleon bounded in 
a nucleus

S. A. Kulagin and R. Petti, Nucl. Phys. A 765 (2006), 126

H.T. Li, Z.L. Liu and I. Vitev, 

arXiv:2007.10994 [hep-ph]
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Why do we need nPDFs?


 interesting on their own right

 for flavour separation of proton PDFs (until 
we get a neutron star)

 initial state of HI collisions, cold nuclear 
matter effects

How do we obtain them?


- through global fits to the world data

- assuming factorisation holds

- assuming DGLAP without any modification

- assuming isospin symmetry
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Figure 3.3. A comparison between the global NNPDF3.1 free-proton analysis with its variant with
heavy nuclear data excluded. We show results for the up quark, down antiquark, total strangeness,
and the gluon at Q0 = 1 GeV. The comparison is presented for the range of x for which the proton
boundary condition is implemented in nNNPDF2.0 using Eq. (3.17). The PDF uncertainty bands
correspond to 90% CL intervals.

In order to ensure that all central values and PDF uncertainties are reproduced, we

select a di↵erent replica from the NNPDF3.1 proton baseline when constructing Eq. (3.17)

for each replica of nNNPDF2.0. Since we perform a large Nrep number of fits to estimate the

uncertainties in nNNPDF2.0, we are able to propagate the necessary information contained

in NNPDF3.1 to the resulting nPDFs in a robust manner. Lastly, we note that Eq. (3.17)

is the only place in the analysis where the free-proton NNPDF3.1 baseline is inserted. In

other parts of the fit where a free-nucleon PDF is required, for example in the theoretical

predictions of the proton-lead scattering cross-sections, the nNNPDF2.0 set with A = 1 is

used instead.

3.3 Cross-section positivity

While parton distributions are scheme-dependent and thus not necessarily positive-definite

beyond leading order in perturbative QCD, physical cross-sections constructed from them

are scheme independent and should be positive-definite in the region of validity of the

perturbative expansion.1 In the NNPDF family of proton PDF fits, the requirement that

1A recent study [77] suggests, however, that from a practical point of view PDFs in the MS-scheme

should also satisfy positivity beyond the LO approximation in the perturbative region.
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LO, NLO, NNLO


NC DIS + (if applies)


CC DIS


Drell-Yan


Electroweak bosons


Single Hadron production


Dijets


ZM-VFNS, GM-VFNS 


Strategies:


Multiplicative factors 


Convolutional factors 


Extended parametrisation (from proton baseline)


Neural Networks


~ 20 parameters each fit (nNNPDF ~ 200 parameters)

Current sets of nPDFs
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Current sets of nPDFs
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The apparent disagreement of these datasets can be more clearly understood with the visual
comparison between data and theory.

In Fig. 5.2 we display the structure function ratios FA
2
/FA0

2
measured by the EMC and

NMC experiments and the corresponding theoretical predictions from the nNNPDF1.0 NLO fit.
Furthermore, in Figs. 5.3 and 5.4 we show the corresponding comparisons for the Q2-dependent
structure function ratio F Sn

2
/FC

2
provided by the NMC experiment, and the data provided by

the BCDMS, FNAL E665, and SLAC-E139 experiments, respectively.
In the comparisons shown in Figs. 5.2–5.4, the central values of the experimental data points

have been shifted by an amount determined by the multiplicative systematic uncertainties and
their nuisance parameters, while uncorrelated uncertainties are added in quadrature to define the
total error bar. We also indicate in each panel the value of �2/Ndat, which include the quadratic
penalty as a result of shifting the data to its corresponding value displayed in the figures. The
quoted �2 values therefore coincide with those of Eq. (3.9) without the A = 1 penalty term.
Lastly, the theory predictions are computed at each x and Q2 bin given by the data, and its
width corresponds to the 1-� deviation of the observable using the nNNPDF1.0 NLO set with
Nrep = 200 replicas. Note that in some panels, the theory curves (and the corresponding data
points) are shifted by an arbitrary factor to improve visibility.
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Figure 5.2. Comparison between the experimental data on the structure function ratios FA
2 /FA0

2 and the
corresponding theoretical predictions from the nNNPDF1.0 NLO fit (solid red line and shaded band) for
the measurements provided by the EMC and NMC experiments. The central values of the experimental
data points have been shifted by an amount determined by the multiplicative systematic uncertainties
and their nuisance parameters, and the data errors are defined by adding in quadrature the uncorrelated
uncertainties. Also indicated are the �2/Ndat values for each of the datasets.

As expected by the �2 values listed in Table 5.1, the experimental measurements agree
well with the structure function ratios computed using the nNNPDF1.0 sets, apart from the
three observables mentioned previously. For the FNAL data, the disagreement comes from
datasets that contain a total of 3 data points with larger uncertainties than other experimental
measurements, and therefore do not significantly impact the fit results.

A similar argument can be made for the Sn/D ratio from the EMC experiment, which has
�2/Ndat = 2.22. Here the lack of agreement between theory and data can be traced to the low-x
region of the structure function ratio. Such a deviation can also be seen in the recent nCTEQ
and EPPS analyses, and can be attributed to a possible tension with the Q2 dependent ratio
Sn/C presented in Fig. 5.3. While the comparison here is with carbon and not deuterium, the
nuclei are relatively close in mass number and therefore the e↵ects in the ratio are expected to
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the measurements provided by the EMC and NMC experiments. The central values of the experimental
data points have been shifted by an amount determined by the multiplicative systematic uncertainties
and their nuisance parameters, and the data errors are defined by adding in quadrature the uncorrelated
uncertainties. Also indicated are the �2/Ndat values for each of the datasets.

As expected by the �2 values listed in Table 5.1, the experimental measurements agree
well with the structure function ratios computed using the nNNPDF1.0 sets, apart from the
three observables mentioned previously. For the FNAL data, the disagreement comes from
datasets that contain a total of 3 data points with larger uncertainties than other experimental
measurements, and therefore do not significantly impact the fit results.

A similar argument can be made for the Sn/D ratio from the EMC experiment, which has
�2/Ndat = 2.22. Here the lack of agreement between theory and data can be traced to the low-x
region of the structure function ratio. Such a deviation can also be seen in the recent nCTEQ
and EPPS analyses, and can be attributed to a possible tension with the Q2 dependent ratio
Sn/C presented in Fig. 5.3. While the comparison here is with carbon and not deuterium, the
nuclei are relatively close in mass number and therefore the e↵ects in the ratio are expected to
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Multiplicative factors 


Convolutional factors 


Extended parametrisation (from proton baseline)


Neural Networks


~ 20 parameters each fit (nNNPDF ~ 200 parameters)
 7/49



EKS: K.J. Eskola, V.J. Kolhinen, C.A. Salgado, Eur. Phys. J. C9 (1999) 61.

HKM: M. Hirai, S. Kumano, M. Miyama, Phys. Rev. D64 (2001) 034003.

nDS: D. de Florian, R. Sassot, Phys. Rev. D69 (2004) 074028. 
HKN07: M. Hirai, S. Kumano, T.-H. Nagai, Phys. Rev. C76 (2007) 065207.

EPS09: K.J. Eskola, H. Paukkunen, C.A. Salgado, JHEP 0904 (2009) 065.

DSSZ: D. de Florian, R. Sassot, M. Stratmann, PZ, Phys. Rev. D85 (2012), 
074028.

nCTEQ15: K. Kovarik, A. Kusina, T. Jezo, D. B. Clark, C. Keppel, F. Lyonnet, J. 
G. Morfin, F. I. Olness, J. F. Owens, I. Schienbein and J. Y. Yu, Phys. Rev. D93 
(2016) no.8, 085037.

KA15: H. Khanpour, S.A. Tehrani, Phys.Rev. D93 (2016) no.1, 014026.

EPPS16: K. J. Eskola, P. Paakkinen, H. Paukkunen, C. A. Salgado, Eur. Phys. 
J. C77 (2017) no.3, 163.

nNNPDF1.0: R. A. Khalek, J. J. Ethier, J. Rojo, Eur. Phys. J. C79 (2019) no.6, 
471. 
nTuJu: M. Walt, I. Helenius, W. Vogelsang, Phys. Rev. D100 (2019) no.9, 
096015.

nNNPDF2.0: R. A. Khalek, J. J. Ethier, J. Rojo, G. van Weelden, arXiv:
2006.14629 [hep-ph]. 
nCTEQ15WZ:  A. Kusina, T. Ježo, D. B. Clark, P. Duwentäster, E. Godat, T. J. 
Hobbs, J. Kent, M. Klasen, K. Kovařík, F. Lyonnet, K. F. Muzakka, F. I. Olness, 
I. Schienbein and J. Y. Yu, arXiv:2007.09100 [hep-ph].

FIRST EVER

FIRST WITH LHC DATA

FIRST NLO

FIRST WITH CC AND nFFs

FIRST NNLO

FIRST WITH NEURAL 
NETWORKS

FIRST OPEN SOURCE

FIRST WITH THEORETICAL 
UNCERTAINTIES

 8/49

http://inspirehep.net/author/profile/Nagai%2C%20T.-H.?recid=761288&ln=en


LO FA
2 (x, Q2) =

Z
A [ 4

9
(u + ū) +
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LO
EKS98/EKS98r, EPS09 f p/A

i (x, Q2
0) = Ri(x, A)f p

i (x, Q2
0)

Ri(x, A) =
a0 + a1(x − xa)2 x ≤ xa

b0 + b1xα + b2x2α + b3x3α xa ≤ x ≤ xe

c0 + (c1 − c2x)(1 − x)−β xe ≤ x ≤ 1

yi(A) = yi(Aref )( A
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LO
EKS98/EKS98r, EPS09: multiplicative factor

HKM, HKN07

First attempt at flavour separation

wi(x, A, Z) = 1 + (1 −
1

A1/3 ) ai(A, Z) + bix + cix2 + dix3

(1 − x)βi

relaxed in HKN

Wuv, Wdv, Ws, Wg

FA
2 (x, Q2) =

Z
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9
(u + ū) +

1
9

(d + d̄ + s + s̄)] +
(A − Z )

A [ 4
9
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1
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(u + ū + s + s̄)]

 9/49



LO
EKS98/EKS98r, EPS09: multiplicative factor

HKM, HKN07: multiplicative factor

Wv(y, A, Z ) = A[avδ(1 − ϵv − y) + (1 − av)δ(1 − ϵ′ �
v − y)] + nv( y

A )
αv(1 −

y
A )

βv
+ ns( y
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y
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βs

Wi(y, A, Z ) = Aδ(1 − y) +
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Ni
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nDS f p/A
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0) = f p/A
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dy
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i=sea, gluon

FA
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(u + ū) +

1
9
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SET EKS/EKS98r EPS09 HKM HKN07 nDS

data type
NC DIS 🙂 🙂 🙂 🙂 🙂

D-Y 🙂 🙂 🙂 🙂

pions 🙂

# data points - 929 309 1241 420
χ2 - 738.6 583.7, 546.6 1653.3 316.35

Q02 (GeV2) 2.25 1.69 1 1 0.4
deuteron 🙂

flavour separation? 🙂 valence 🙂 valence

LO

It’s important to notice that, as the initial scales are not the same, 
when comparing (n)PDFs, what is a “pure parametrisation” for one 

set is not necessarily for another one 
10/49



The nPDFs can be given as


- ratio of flavour i in proton in nucleus A to a proton reference

- ratio of flavour i in nucleus A to a proton reference


- distribution of flavour i in proton in nucleus A 
- distribution of flavour i in nucleus A 

I’ll do my best to be 
clear in the upcoming 
plots, but feel free to 
ask if in doubt
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G
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Figure 12: Comparison of the average valence and sea quark, and gluon modifications at
Q2 = 1.69GeV2 for Pb nucleus from LO global DGLAP analyses EKS98 [1, 2], EKPS [3],
nDS [6], HKN07 [5], and this work EPS09LO.

4 Application

In this section we apply the obtained EPS09NLO parametrization — the central set
and 30 error sets — to a cross-section that was not included in the fit. Through this
example we also want to demonstrate how our parametrization should be applied in
practice.

We consider here inclusive negative hadron h− production at forward (pseudo) ra-
pidities η = 2.2 and η = 3.2, in p+p and d+Au collisions, measured by the BRAHMS
collaboration [37] at RHIC. In our previous article [4] we discussed how the suppres-
sion observed in the nuclear modification RdAu obtained from these data would strongly
favour very deep gluon shadowing, and we searched for the strongest possible one that
would still not contradict the available DIS and DY data. The analysis [4] was per-
formed in a LO framework and we were forced to use fragmentation functions for
average hadrons h+ + h− instead of charge-separated ones for h− only5. In the cur-
rent NLO setup we relax such simplification and employ the charge-separated NLO
fragmentation functions by Sassot et al. [33].

We first investigate how well the NLO pQCD calculation can reproduce the shape
and magnitude of the differential h− yields measured by BRAHMS in p+p and d+Au
collisions from which the nuclear modification RdAu is computed. The inclusive yields
are linked to the cross-sections by

d2Npp

dpTdy
min.bias
=

1

σinelastic
NN

d2σpp

dpTdy
;

d2NdAu

dpTdy
min.bias
=

⟨Ncoll⟩
σinelastic
NN

1
2Ad

2σdAu

dpTdy
, (14)

where σinelastic
NN is the total inelastic nucleon-nucleon cross-section and ⟨Ncoll⟩ is the

5The extraction of the charge separated fragmentation functions from p+p data is reliable only at
NLO due to significant perturbative O

(

α2
s

)

corrections.

20

JHEP 0904 (2009) 065

I’ll do my best to be 
clear in the upcoming 
plots, but feel free to 
ask if in doubt

The nPDFs can be given as


- ratio of flavour i in proton in nucleus A to a proton reference

- ratio of flavour i in nucleus A to a proton reference


- distribution of flavour i in proton in nucleus A 
- distribution of flavour i in nucleus A 
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nDS, HKN07, EPS09: as for LO 
EPPS16: like EPS09, with more freedom  
DSSZ: multiplicative factor, not piecewise Rv, Rs, Rg

Ruv, Rdv, Rubar, Rdbar, Rs, Rg

NLO
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nDS, HKN07, EPS09: as for LO 
EPPS16: like EPS09, with more freedom  
DSSZ: multiplicative factor, not piecewise Rv, Rs, Rg

Ruv, Rdv, Rubar, Rdbar, Rs, Rg

NLO

nCTEQ15, nCTEQ15wz: xfi/p(x, Q2
0) = c0xc1(1 − x)c2ec3x(1 + ec4x)c5

xfi/p → xfi/A ck → ck,0 + ck,1(1 − A−ck,2)by

i = g, uv, dv, ū + d̄, d̄/ū s = s̄ =
κ
2

(ū + d̄)

relaxed in nCTEQ15wz
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nDS, HKN07, EPS09: as for LO 
EPPS16: like EPS09, with more freedom  
DSSZ: multiplicative factor, not piecewise Rv, Rs, Rg

Ruv, Rdv, Rubar, Rdbar, Rs, Rg

NLO

nCTEQ15, nCTEQ15wz: extended parametrisation

nTuJu19: xfi/p(x, Q2
0) = c0xc1(1 − x)c2(1 + c3x + c4x2) own proton reference 

using xFitter

xfi/p → xfi/A ck → ck,0 + ck,1(1 − A−ck,2)by

i = g, uv, dv, ū, d̄, s = s̄
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nDS, HKN07, EPS09: as for LO 
EPPS16: like EPS09, with more freedom  
DSSZ: multiplicative factor, not piecewise Rv, Rs, Rg

Ruv, Rdv, Rubar, Rdbar, Rs, Rg

NLO

nCTEQ15, nCTEQ15wz: extended parametrisation

nTuJu19: extended parametrisation

nNNPDF1.0, 2.0: neural networks

xfi/A(x, Q2
0) = Nixαi(1 − x)βiNNi

i = g, u+ + d+ + s+, u+ + d+, u+ + d+ − 2s+, u− + d−, u− − d−

q± = q ± q̄
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NLO
SET nDS HKN07 EPS09 DSSZ nCTEQ15 EPPS16 nNNPDF

1.0 nTuJu19 nNNPDF
2.0

nCTEQ
15wz

d 
a 
t 
a 

t 
y 
p 
e

NC 
DIS 🙂 🙂 🙂 🙂 🙂 🙂 🙂 🙂 🙂 🙂

D-Y 🙂 🙂 🙂 🙂 🙂 🙂 🙂

π 🙂 🙂 🙂 🙂 🙂

CC 
DIS 🙂 🙂 🙂 🙂

EW 🙂 🙂 🙂

jets 🙂

# points 420 1241 929 1579 740 1811 451 2336 1467 860

χ2/N 0.714 1.197 0.787 0.978 0.793 0.988 0.681 0.887 0.976 0.887

Q02(GeV2) 0.4 1 1.69 1 1.69 1.69 1 1.69 1 1.69

deuteron 🙂 ? 🙂 🙂 ?

flavour 
separatio

n?
🙂 

valence 🙂
🙂 

valence 🙂 🙂

13/49



0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

R
P
b

g
(x
,Q

2
=
10

G
eV

2 )

x

EPPS16
EPS09
DSSZ

R
P
b

S
(x
,Q

2
=
10

G
eV

2 )

x

EPPS16
EPS09
DSSZ

R
P
b

V
(x
,Q

2
=
10

G
eV

2 )

x

EPPS16
EPS09
DSSZ

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

x x x

x x x

R
P
b

u
V
(x
,Q

2
=
10

G
eV

2 )

R
P
b

d V
(x
,Q

2
=
10

G
eV

2 )

R
P
b

u
(x
,Q

2
=
10

G
eV

2 )

R
P
b

d
(x
,Q

2
=
10

G
eV

2 )

R
P
b

s
(x
,Q

2
=
10

G
eV

2 )

R
P
b

g
(x
,Q

2
=
10

G
eV

2 )

EPJ C77 (2017) no.3, 163

14/49



0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

1

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

EPPS16
nCTEQ15

x x x

x x x

R
P
b

u
V
(x
,Q

2
=
10

G
eV

2 )

R
P
b

d V
(x
,Q

2
=
10

G
eV

2 )

R
P
b

u
(x
,Q

2
=
10

G
eV

2 )

R
P
b

d
(x
,Q

2
=
10

G
eV

2 )

R
P
b

s
(x
,Q

2
=
10

G
eV

2 )

R
P
b

g
(x
,Q

2
=
10

G
eV

2 )

4
9u +

1
9d

�A + 3Z
9A

�
u +

�4A – 3Z
9A

�
d

proton nucleus

EPJ C77 (2017) no.3, 163

Isoscalar or near isoscalar nuclei can’t separate flavours
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16

FIG. 12 Comparison of the full lead (Pb) PDFs at Q = 2 GeV for nCTEQ15, EPPS16, nNNPDF2.0 and
nCTEQ15WZ. The uncertainty band for nCTEQ15 is shown in gray, nCTEQ15WZ in violet, nNNPDF2.0 in yellow
and EPPS16 in green.

the x region relevant for heavy ion W±/Z production.
While we obtain a good fit in terms of the overall �2

values, we must ask: i) how the uncertainties and data
normalization a↵ect the resulting PDFs, and ii) whether
the results truly reflect the underlying physics, or is
the fit simply exploiting s(x) because that is one of the
least constrained flavors? The answer to this important
question will require additional study; this is currently

under investigation.
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If one takes the appropriate 
combinations, the nPDFs of the 
valence quarks in a nucleus are 
very similar

This is due to the fact that most 
of the data fitted lies in the 
valence dominated region

The sea/antiquark region is 
quite unconstrained
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Due to the lack of data in the low x region the sea is usually parametrised 
together

PRD93 (2016) no.8, 085037

Q2= 100 GeV2

PRD100 (2019) no.9, 096015
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FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.
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π production at RHIC ( ~ 60 points) 
is the only observable in most fits 
directly sensitive to the gluon. 
Anything else is fantasy.
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FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.
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π production at RHIC ( ~ 60 points) 
is the only observable in most fits 
directly sensitive to the gluon. 
Anything else is fantasy.

dependence, i.e., in TUJU19 we have assumed s ¼ s̄ ¼
ū ¼ d̄, whereas for nCTEQ15 s ¼ s̄ and ū ¼ d̄ are
connected by an additional factor, and only s ¼ s̄ applies
for EPPS16. For valence quarks we find that uv tends to
stay below (above) the EPPS16 and nCTEQ15 results at
x≳ 0.03 (x≲ 0.03) whereas the opposite behavior is
found for dv. This can be explained by the fact that in

the case of nuclear data only a combination of uv and dv is
probed, and even with the included neutrino data the
flavor dependence of valence quarks is not well con-
strained. Indeed, we find a very good agreement between
the three analyses for the sum of valence quarks V.
The uncertainty bands in our NLO fit are similar to those

obtained in the earlier analyses for sea quarks, but for

FIG. 19. Nuclear parton distribution functions TUJU19 in lead at NLO compared to the nPDF sets nCTEQ15 [16], EPPS16 [17], and
DSSZ [12] shown at the higher scale Q2 ¼ 100 GeV2. The comparison is presented per parton flavor i for the ratios Rp=Pb

i of PDFs in a
proton bound in lead compared to the PDFs in a free proton.

FIG. 20. Nuclear parton distribution functions TUJU19 in lead at NNLO compared to the LHAPDF set nNNPDF1.0 [45], shown at
our initial scale Q2

0 ¼ 1.69 GeV2 and at a higher scale Q2 ¼ 100 GeV2 for distribution functions xfi, and at the higher scale Q2 ¼
100 GeV2 for the ratiosRp=Pb

i of PDFs in a proton bound in lead compared to PDFs in a free proton. The comparison is presented for the
gluon g and for the quark singlet Σ ¼ uþ ūþ dþ d̄þ sþ s̄ in a bound proton in lead.

OPEN-SOURCE QCD ANALYSIS OF NUCLEAR PARTON … PHYS. REV. D 100, 096015 (2019)

096015-17
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PRD100 (2019) no.9, 096015
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FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.

arXiv:2007.09100 [hep-ph]
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Issues with 

nPDF extraction

why is it so hard to extract accurate nPDFs when 
proton PDFs are SO much better?
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1) THE DATA:

For proton PDFs 1/3 of the 
data ( ~ 1300) comes from 
HERA


All for proton


Large kinematic coverage


One can obtain a set of 
PDFs just from HERA data

663 Page 6 of 75 Eur. Phys. J. C (2017) 77 :663

Fig. 1 The kinematic coverage of the NNPDF3.1 dataset in the
(
x, Q2)

plane

central rapidity used when rapidity is integrated over and the
plotted value of Q2 set equal to the factorization scale. It is
clear that the new data added in NNPDF3.1 are distributed
in a wide range of scales and x , considerably extending the
kinematic reach and coverage of the dataset.

In Table 4 we present a summary of the kinematic cuts
applied to the various processes included in NNPDF3.1 at
NLO and NNLO. These cuts ensure that only data where
theoretical calculations are reliable are included. Specifically,
we always remove from the NLO dataset points for which the
NNLO corrections exceed the statistical uncertainty. The fur-
ther cuts collected in Table 4, specific to individual datasets,
will be described when discussing each dataset in turn. All
computations are performed up to NNLO in QCD, not includ-
ing electroweak corrections. We have checked that with the
cuts described in Table 4, electroweak corrections never
exceed experimental uncertainties.

The codes used to perform NLO computations will be
discussed in each subsection below. With the exception
of deep-inelastic scattering, NNLO corrections are imple-

mented by computing at the hadron level the bin-by-bin ratio
of the NNLO to NLO prediction with a pre-defined PDF set,
and applying the correction to the NLO computation (see
Sect. 2.3 of Ref. [5]). For all new data included in NNPDF3.1,
the PDF set used for the computation of these correction fac-
tors (often refereed to as K -factors, and in Ref. [5] as C-
factors) is NNPDF3.0, except for the CMS W rap 8 TeV and
ATLAS W/Z 2011 entries of Table 3 for which published
xFitter results have been used and the CMS 2D DY 2012
data for which MMHT PDFs have been used [89] (see
Sect. 2.5 below); the PDF dependence of the correction fac-
tors is much smaller than all other relevant uncertainties as
we will demonstrate explicitly in Sect. 2.7 below.

2.2 Deep-inelastic structure functions

The main difference between the NNPDF 3.0 and 3.1 DIS
structure function datasets is the replacement of the separate
HERA-I and ZEUS/H1 HERA-II inclusive structure function
measurements by the final legacy HERA combination [9].
The impact of the HERA-II data on a global fit which includes
HERA-I data is known [5,90– 92] to be moderate to begin
with; the further impact of replacing the separate HERA-I and
HERA-II data used in NNPDF3.0 with their combination has
been studied in [93] and found to be completely negligible.

Additionally, the NNPDF3.1 dataset includes the H1
and ZEUS measurements of the bottom structure function
Fb

2 (x, Q
2) [67,68]. While the Fb

2 dataset is known to have
a very limited pull, the inclusion of this dataset is useful
for applications, such as the determination of the bottom
mass [94].

While it is not included in the default NNPDF3.1 dataset,
the EMC data on charm structure functions [69] will also be
used for specific studies of the charm content of the proton
in Sect. 5.3. As discussed in Refs. [23,95], the EMC dataset
has been corrected by updating the BR(D → µ) branching
ratio: the value used in the original analysis [69] is replaced
with the latest PDG value [96]. A conservative uncertainty
on this branching ratio of ±15% is also included.

The cuts applied to DIS data are as follows. As in
NNPDF3.0, for all structure function datasets we exclude
data with Q2 < 3.5 GeV2 and W 2 < 12.5 GeV2, i.e. the
region where higher twist corrections might become rele-
vant and the perturbative expansion may become unreliable.
At NNLO we also remove Fc

2 data with Q2 < 8 GeV2 in
order to minimize the possible impact of unknown NNLO
terms related to initial-state charm (see below).

The computation of structure functions has changed
in comparison to previous NNPDF releases. Indeed, in
NNPDF3.0 the solution of the DGLAP evolution equations
and the structure functions were computed with the internal
NNPDF code FKgenerator [97,98], based on the Mellin-
space formalism. In NNPDF3.1, as was already the case

123

Ball et al., Eur.Phys.J.C 77 (2017) 10

quantity

quality

kinematic range

presentation
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In the nuclear case (NC DIS + CC DIS + Drell-Yan)

A D He Li Be C N Al Ca Fe Cu Kr Ag Sn Xe W Pt Au Pb
# points 615 60 146 17 422 51 20 123 873 29 34 1 174 3 37 7 2 603

232 from 
NC DIS

19 from 

NC DIS
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Fig. 6. The present result for F~z2 a/F~2 compared to the NMC results published in Ref. [3] (obtained at 
90 GeV) and to the result obtained by dividing the lff2a/FD ratio by lff2/F ~ (both obtained at 200 GeV and 
published in Ref. [2] ). The errors were treated as uncorrelated. The error bars represent the statistical and 
systematic uncertainties added in quadrature. The relative normalisation uncertainty between the different data 
sets, not included in the error bars shown, is 0.7%. 
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Fig. 7. Comparison of the NMC and 
(Ca /D) / (C /D) ,  taken from Ref. [26]. 
Ref. [2,3] already shown in Fig. 6 (I-l). 
from Ref. [26]. The errors of the E665 
results include the present ones on Ca/C 
Ref. [31 ( r l ) .  F2Pb/F~: the NMC results 
for C/D of Ref. [2]. 

E665 results. (a) F~Z2a/F~2: the E665 points were obtained as 
The NMC points include the present results (o) and those from 
F~b/lff2: the E665 points were obtained as (Pb /D) / (C /D) ,  taken 
results were assumed to be uncorrelated. (b) lff2a/FD: the NMC 
divided by the C/D data of Ref. [2] (o) and the Ca/D results of 
(e) were obtained from the present ones on Pb/C divided by those 

W e  p a r a m e t r i s e d  the  A d e p e n d e n c e  o f  the  da ta  in  the  f o l l o w i n g  ways:  
( i )  W e  used  the  c o n c e p t  o f  the  "e f fec t ive  n u m b e r "  o f  n u c l e o n s  in the  nuc leus  def ined  

as A '~ = O'rA/O'z,N, w h e r e  O':,A is the  p h o t o n - n u c l e u s  cross  sec t ion  and  O':,N is the  
p h o t o n - n u c l e o n  c ross  sec t ion .  F o l l o w i n g  the  ana lys i s  o f  the  E 1 3 9  data,  a fit to 

New Muon Collaboration, Nucl.Phys. B481 (1996) 3
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σ red = F2 –
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1 + (1 – y)2 FL

For proton the reduced cross-section is (mostly) used 

For DIS with nuclei, most of the data (1108/1930) is given as ratios, 
some information is lost

F2 and FL determination based on parameterizations of their ratio

non-isoscalarity corrections included (not needed)
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values [33]. The circles show RA
DY as computed with the nuclear ratios obtained separately for the

GRV-LO set (big circles) and for the CTEQ4L set (small circles). The results obtained by using our

numerical parametrization (EKS) of RA
i together with the sets GRV-LO and CTEQ4L are shown

by triangles and diamonds, correspondingly. As seen from the panel for tungsten, the differencies
between the two parton distribution sets used for the free proton are larger than the error from

using the set-independent parametrization for the nuclear effects RA
i .
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pion product at RHIC
20

(a) Comparison of the nCTEQ15 fit with the data. The error
bands are computed by adding the uncertainties in quadrature.

(b) Comparison of the nCTEQ15 and EPS09 fits with the data.
The nCTEQ15 error bands are computed using asymmetric

uncertainties (MAX) to match EPS09.

Figure 15: We display the comparison of the nCTEQ15 and EPS09 fits with the PHENIX [67] and STAR [68] data for
the ratio R

⇡
dAu. The plotted PHENIX and STAR data are shifted by our fitted normalization.

(a) Comparison of the nCTEQ15 fit using the default BKK (blue)
and the KKP fragmentation (violet) functions for the calculation

of R⇡
dAu.

(b) Same as previous figure, but with a full re-analysis using the
BKK (blue) and the KKP fragmentation (violet) functions

throughout the fitting procedure.

Figure 16: We compare the impact of di↵erent fragmentation functions on the observable R
⇡
dAu. The nCTEQ15 error

bands are computed using asymmetric uncertainties to match EPS09.

els) we see the pion data have an impact on the gluon
PDF and to a lesser extent on the valence and sea quark
distributions. For the central prediction, the inclusion of
the pion data decreases the lead gluon PDF at large x

and increases it for smaller x; the two gluon distributions
cross each other at x ⇠ 0.08. Throughout most of the
x-range the error bands are reduced with the exception
of x ⇠ 0.1 (and very small x values) where they stay
more or less unchanged. This is precisely the range that
is sensitive to the DIS Sn/C (and DY) data. For most of

the other PDF flavors, the change in the central value is
minimal (except for a few cases at high-x where the mag-
nitude of the PDFs are small). For these other PDFs, the
inclusion of the pion data generally decreases the size of
the error band.

In Fig. 18 the predictions of the nCTEQ15 and
nCTEQ15-np fits are compared to the RHIC pion produc-
tion data. The e↵ect of the pion data is to increase R⇡

dAu
for small pT and decrease it at larger pT by up to 5%.
The two central predictions cross each other at pT ⇠ 4

PRD93 (2016) no.8, 085037

Large uncertainties 

Depends on fragmentation 
functions

Nuclear effects in the FFs?  
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for CC and NC DIS are very similar and, unlike Fig. 1 in
Ref. [15], no significant tension is observed. A moderate
difference between the two ratios should be actually
expected as they probe different combinations of quark
densities. However, a flexible enough parametrization of
nuclear effects RA

i can accommodate all sets of data
equally well.

We close the discussion on CC DIS by noticing that the
proper treatment of heavy quark mass effects is an impor-
tant asset of our global analysis. The mass dependence is
fully accounted for by using the recently obtained expres-
sions of the NLO coefficients [30] in Mellin moment space
[31]. These corrections are known to be of particular
relevance for the strangeness contribution to CCDIS which
produces a massive charm quark in the final state, and they
have a particularly positive impact on the quality of the fit
in terms of !2 for the F2 data. The use of the massless
approximation increases the contribution of the CC DIS
data to the total !2 by about 26%.

D. Pion production in dAu collisions

Data for single inclusive pion production at mid rapidity
and high transverse momentum pT in dAu collisions at
RHIC are the other major addition to our previous analysis
[3]. Figure 12 shows the neutral and charged pion mini-
mum bias production cross sections per nucleon for dAu
collisions measured by PHENIX [24] and STAR [25,26],
normalized to the corresponding yields in pp. The ratios
are obtained for pions at mid rapidity and presented as a

function of their pT , which also sets the hard scale for
perturbative calculations using Eq. (3). The various theo-
retical curves shown in Fig. 12 are explained and discussed
below.
We are limited to using minimum bias data as collinear

nPDFs do not exhibit any information on the distribution of
partons in the transverse plane needed for computations of
the impact parameter or centrality dependence of heavy-
ion cross sections. Comparing ratios of measured mini-
mum bias dAu and pp cross sections avoids model
dependent estimates of the average number of binary
nucleon-nucleon collisions hNcolli in a given centrality
class, see, e.g., Ref. [26] for experimental details. Notice
that even in the absence of nuclear effects, these ratios are
not necessarily expected to be unity as they can be affected
by isospin effects such as the smaller density of u quarks in
a nucleus than in a free proton due to the dilution from
neutrons. However, noticeable numerical effects are only
expected for electromagnetic probes like prompt photons
[42] which couple directly to the electric charge of the
quarks, see Sec. IV.
In general, results from dAu collisions are significantly

less straightforward to interpret in terms of nuclear modi-
fication factorsRA

i than DIS data. Each value of pT samples
different fractions of the contributing partonic hard
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duction cross sections per nucleon at mid rapidity from the
PHENIX [24] and STAR [25,26] collaborations compared to
the result of our fit using modified [28] (solid lines) or vacuum
[27] (dashed lines) FFs. Also shown are calculations using the
sets of nPDFs from [3,5], dotted and dot-dashed lines, respec-
tively.

GLOBAL ANALYSIS OF NUCLEAR PARTON DISTRIBUTIONS PHYSICAL REVIEW D 85, 074028 (2012)

074028-11

PRD85 (2012) 074028

only in DSSZ      

< 2% variation on the fit χ2 

25% variation in RHIC χ2
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Solution to the data problem? Add “new”/new data!

“new” Drell-Yan data with pion beams (28 points), requires pion PDFs

EPJ C77 (2017) no.3, 163

Badier, J. et al., Phys.Lett. 
104B (1981) 335.


Bordalo, P. et al., Phys.Lett. 
B193 (1987) 368.


Heinrich, J.G. et al., 
Phys.Rev.Lett. 63 (1989) 356.
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DIS data from CLAS

Purely phenomenological analysis à la nPDF


0.2 < x < 0.6


1.62 GeV2 < Q2 < 3.02 GeV2 (out of most kinematic cuts)


Higher twist correction included: TMC 

x → ξ =
2x

1 + 1 + 4x2M2/Q2

FLT
2 (x, Q2) → FTMC

2 (x, Q2) =
x2

ξ2(1 + 4x2M2/Q2)3/2
FLT

2 (ξ, Q2)

FLT
L (x, Q2) → FTMC

L (x, Q2) =
x2

ξ2(1 + 4x2M2/Q2)1/2
FLT

L (ξ, Q2)

H. Paukkunen and PZ, Eur.Phys.J.C 80 (2020) 5, 381
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DIS data from CLAS
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Fig. 2 The CLAS data compared with the nuclear-PDF predictions. Left panels: EPPS16 with (solid line) and without (dashed
line) TMCs. Center panels: nCTEQ15. Right panels: TuJU19 with (solid line) and without (dashed line) nuclear e↵ects in
deuteron.
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where Di corresponds to central data value and �i is the
the uncorrelated point-to-point uncertainty. The rela-
tive normalization uncertainties �norm.

i,k are treated as

fully correlated. Note that the systematic shifts sk�k
i

are taken to be proportional to the theory values in or-
der to avoid the D’Agostini bias [45]. By minimizing
the �2 with respect to parameters sk one finds the “op-
timum shifts” smin

k �k
i that correspond to a given set of

theory predictions Ti.

H. Paukkunen and PZ, Eur.Phys.J.C 80 (2020) 5, 381

TMCs clearly improve the description of the data
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DIS data from CLAS H. Paukkunen and PZ, Eur.Phys.J.C 80 (2020) 5, 381

7

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
C
)
/�

(
D
)

x

Original EPPS16

Reweighted EPPS16

CLAS C data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
C
)
/�

(
D
)

x

Original nCTEQ

Reweighted nCTEQ

CLAS C data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
C
)
/�

(
D
)

x

Original Tuju19

Reweighted Tuju19

CLAS C data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
A
l)
/�

(
D
)

x

Original EPPS16

Reweighted EPPS16

CLAS Al data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
A
l)
/�

(
D
)

x

Original nCTEQ

Reweighted nCTEQ

CLAS Al data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
A
l)
/�

(
D
)

x

Original Tuju19

Reweighted Tuju19

CLAS Al data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
F
e
)
/�

(
D
)

x

Original EPPS16

Reweighted EPPS16

CLAS Fe data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
F
e
)
/�

(
D
)

x

Original nCTEQ

Reweighted nCTEQ

CLAS Fe data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
F
e
)
/�

(
D
)

x

Original Tuju19

Reweighted Tuju19

CLAS Fe data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
P
b
)
/�

(
D
)

x

Original EPPS16

Reweighted EPPS16

CLAS Pb data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
P
b
)
/�

(
D
)

x

Original nCTEQ

Reweighted nCTEQ

CLAS Pb data + shift

0.75

0.8

0.85

0.9

0.95

1.0

1.05

1.1

0.2 0.3 0.4 0.5 0.6

�
(
P
b
)
/�

(
D
)

x

Original Tuju19

Reweighted Tuju19

CLAS Pb data + shift

Fig. 4 The CLAS data compared with the re-weighted nuclear-PDF predictions. The optimal shifts that minimize Eq. (12)
with the central re-weighted predictons, have been applied to the data points.

pendence is too simple to reliably cover all considered
nuclei.

A more quantitative estimate of the data-to-theory
correspondence can be obtained by looking at the �2

values. To this intent, we computed the �2 for all the
central and error sets. The resulting values are dis-
played in Fig. 3. The central values are �2/Ndata =
0.93 for EPPS16, �2/Ndata = 0.98 for nCTEQ15, and

�2/Ndata = 4.4 for TuJu19. Thus, the central sets of
EPPS16 and nCTEQ15 are well compatible with the
CLAS data while TuJu19 is not. As can be seen from
Fig. 3, the �2 values given by the EPPS16 error sets
are all very similar and close to the central value. This
insensitivity implies that the CLAS data are well com-
patible with EPPS16 and that they will not have a very
significant e↵ect if included in the analysis. In the case

significant reduction of uncertainties in nCTEQ15 (includes W2 cut)


significant reduction of uncertainties in nTuJu19 (includes W2 cut) and 

change of “low” x slope
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EW boson production at the LHC: EPPS16, nNNPDF2.0, nCTEQ15wz 
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p
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Figure 4.4. The nNNPDF2.0 set of nuclear PDFs for 12C, 56Fe, and 208Pb at the scale Q = 10
GeV. We display the gluon, the up and down valence quarks (which coincide for isoscalar nuclei),
as well as the down, strange, and charm sea quark distributions. The bands indicate the 90% CL
uncertainty range.

certainties on the gluon (and correspondingly on the dynamically generated charm PDF)

at medium and small-x are larger in iron than in carbon and lead. While the gluon un-

certainties for carbon are largely determined by the impact of the free-proton boundary

condition, those on lead nuclei can likely be attributed to the LHC measurements of W and

Z production and the large amount of charged-current DIS data, which indirectly provide
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Figure 4.12. Same as Fig. 4.8 now comparing the nNNPDF2.0 baseline results with those of a fit
based on identical settings but restricted to a DIS-only dataset.

Sect. 3.2 the input parameterization basis and the flavor assumptions are di↵erent. How-

ever, we are still able to assess the relative contribution of the CC structure functions and

the LHC gauge boson cross-sections in determining the nNNPDF2.0 results. In Fig. 4.12

we display the nuclear modification ratios for the nPDFs in lead, as was shown in Fig. 4.8,

but now comparing the nNNPDF2.0 baseline results with those of a fit that is restricted

to DIS structure functions, including charged-current scattering, and that uses identical

theoretical and methodological settings.

One of the most remarkable features of this comparison is the sizeable impact that

LHC measurements have in reducing the uncertainties of the nuclear PDFs. This e↵ect is

particularly significant for the gluon and for all quark flavors at x
⇠
< 0.1. On one hand,

the LHC data clearly reveals the presence of nuclear shadowing at small-x for both the

– 38 –

7

FIG. 3 Comparison of data with theory for ATLAS and CMS W± production. The normalization shifts are applied
to the theory so we can compare all the results on a single plot; the data is unaltered. For reference, ATLAS Run I
{W�,W+} = {6211, 6213}, CMS Run I {W�,W+} = {6231, 6233} and CMS Run I {W�,W+} = {6232, 6234}.

10

FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.

arXiv:2007.09100 [hep-ph]

arXiv:2006.14629 [hep-ph]
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Dijets at CMS: in EPPS16

- decrease of the gluon uncertainties (w.r.t. EPS09) at large x

- excludes solutions with no anti-shadowing 

- reduces the relevance of RHIC pion data  

EPJ C77 (2017) no.3, 163
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Fig. 26 The CMS dijet data [34] compared with the results
obtained with the EPPS16 (blue bands), nCTEQ15 [32] (red
bands) and DSSZ [31] (hatched bands) nuclear PDFs.

allowed to be partly flavour dependent in the nCTEQ15
analysis (although to a much lesser extent than in EPPS16),
hence we show the comparison for all parametrized par-
ton species. The two fits (as well as nCTEQ15 and our
Baseline fit in Fig. 22) can be considered compatible
since the uncertainty bands always overlap. For all the
sea quarks the nCTEQ15 uncertainties appear clearly
smaller than those of EPPS16 though less data was used
in nCTEQ15. This follows from the more restrictive as-
sumptions made in the nCTEQ15 analysis regarding
the sea-quark fit functions: nCTEQ15 has only 2 free
parameters for all sea quarks together, while EPSS16
has 9. Specifically, the nCTEQ15 analysis constrains
only the sum of nuclear ū+ d̄ with an assumption that
the nuclear s quarks are obtained from ū+ d̄ in a fixed
way. In contrast, EPPS16 has freedom for all sea quark
flavours separately, and hence also larger, but less bi-
ased, error bars. For the valence quarks, the nCTEQ15
uncertainties are somewhat larger than the EPPS16 er-
rors around the x-region of the EMC e↵ect which is
most likely related to the extra constraints the EPPS16
analysis has obtained from the neutrino DIS data. Es-
pecially the central value for dV is rather di↵erent than
that of EPPS16. The very small nCTEQ15 uncertainty
at x ⇠ 0.1 is presumably a similar fit-function arte-
fact as what we have for EPPS16 at slightly smaller
x. Such a small uncertainty is supposedly also the rea-
son why nCTEQ15 arrives at smaller uncertainties in
the shadowing region than EPPS16. For the gluons the
nCTEQ15 uncertainties are clearly larger than those of
EPPS16, except in the small-x region. While, in part,
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Fig. 27 Comparison of the EPPS16 nuclear modifications
(black central curve with light-blue uncertainty bands) to
those from the EPS09 analysis (purple curves with hatch-
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per panels correspond to the average valence and sea-quark
modifications of Eqs. (54) and (55), the bottom panel is for
gluons.

the larger uncertainties are related to the LHC dijet
data that are included in EPPS16 but not in nCTEQ15,
this is not the complete explanation as around x ⇠ 0.1
the nCTEQ15 uncertainties also largely exceed the un-
certainties from our Baseline fit (see Fig. 22). Since the
data constraints for gluons in both analyses are essen-
tially the same, the reason must lie in the more stringent
Q

2 cut (Q2
> 4GeV2) used in the nCTEQ15 analysis,

which cuts out low-Q2 data points where the indirect
e↵ects of gluon distributions via parton evolution are

are there truly no final state 
effects in the jet production? 
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Dijets at CMS: in EPPS16

- decrease of the gluon uncertainties (w.r.t. EPS09) at large x

- excludes solutions with no anti-shadowing 

- reduces the relevance of RHIC pion data  
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are there truly no final state 
effects in the jet production? 
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Fig. 26 The CMS dijet data [34] compared with the results
obtained with the EPPS16 (blue bands), nCTEQ15 [32] (red
bands) and DSSZ [31] (hatched bands) nuclear PDFs.

allowed to be partly flavour dependent in the nCTEQ15
analysis (although to a much lesser extent than in EPPS16),
hence we show the comparison for all parametrized par-
ton species. The two fits (as well as nCTEQ15 and our
Baseline fit in Fig. 22) can be considered compatible
since the uncertainty bands always overlap. For all the
sea quarks the nCTEQ15 uncertainties appear clearly
smaller than those of EPPS16 though less data was used
in nCTEQ15. This follows from the more restrictive as-
sumptions made in the nCTEQ15 analysis regarding
the sea-quark fit functions: nCTEQ15 has only 2 free
parameters for all sea quarks together, while EPSS16
has 9. Specifically, the nCTEQ15 analysis constrains
only the sum of nuclear ū+ d̄ with an assumption that
the nuclear s quarks are obtained from ū+ d̄ in a fixed
way. In contrast, EPPS16 has freedom for all sea quark
flavours separately, and hence also larger, but less bi-
ased, error bars. For the valence quarks, the nCTEQ15
uncertainties are somewhat larger than the EPPS16 er-
rors around the x-region of the EMC e↵ect which is
most likely related to the extra constraints the EPPS16
analysis has obtained from the neutrino DIS data. Es-
pecially the central value for dV is rather di↵erent than
that of EPPS16. The very small nCTEQ15 uncertainty
at x ⇠ 0.1 is presumably a similar fit-function arte-
fact as what we have for EPPS16 at slightly smaller
x. Such a small uncertainty is supposedly also the rea-
son why nCTEQ15 arrives at smaller uncertainties in
the shadowing region than EPPS16. For the gluons the
nCTEQ15 uncertainties are clearly larger than those of
EPPS16, except in the small-x region. While, in part,
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Fig. 27 Comparison of the EPPS16 nuclear modifications
(black central curve with light-blue uncertainty bands) to
those from the EPS09 analysis (purple curves with hatch-
ing) and DSSZ [31] (gray bands) at Q2 = 10GeV2. The up-
per panels correspond to the average valence and sea-quark
modifications of Eqs. (54) and (55), the bottom panel is for
gluons.

the larger uncertainties are related to the LHC dijet
data that are included in EPPS16 but not in nCTEQ15,
this is not the complete explanation as around x ⇠ 0.1
the nCTEQ15 uncertainties also largely exceed the un-
certainties from our Baseline fit (see Fig. 22). Since the
data constraints for gluons in both analyses are essen-
tially the same, the reason must lie in the more stringent
Q

2 cut (Q2
> 4GeV2) used in the nCTEQ15 analysis,

which cuts out low-Q2 data points where the indirect
e↵ects of gluon distributions via parton evolution are

Dijets at CMS: in EPPS16

while including 
new/“new” data can 
help, it also can 
introduce additional 
sources of uncertainties 
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EPJ C79 (2019) no.6, 511

- “We show that the strong disagreement between the pp measurement and 
next-to-leading order (NLO) calculations using CT14 NLO PDFs [5] can be 
brought to a much better agreement upon reweighting the CT14 PDFs, but 
that this requires rather strong modifications for high-x gluons.”
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Fig. 4 Upper panels: the impact of reweighting on CT14 predic-
tions of pp dijet spectra. The original predictions are shown in orange
and the results obtained with quadratic–quadratic reweighting using
∆χ2 = 100 are shown in red. In both cases the solid lines corresponding

to the central set and the shaded boxes showing the PDF uncertainty. In
addition, resulting spectra from reweighting with ∆χ2 = 10 are shown
as purple lines. Lower panels show again the difference to the original
central CT14 results

Fig. 5 Comparison of the NLO gluon PDFs of the original and
reweighted CT14 sets with those from the MMHT14, NNPDF3.1 and
5-flavour ABMP16 analyses. The uncertainty bands of the latter have

been scaled with a factor 1.64 to nominally match with the 90% confi-
dence level definition of the CT14 analysis

method. This can be interpreted either as a tension between
the dijet data and some datasets used in the CT14 analysis,
or as an inflexibility of the CT14 fit form in the high-x region
which is probed by the dijets at large rapidities, where the
data were not well reproduced and where the data would
support even stronger suppression in the PDFs. To test if
the CT14 parametrization could adapt to the dijet data, we
have performed a reweighting also with an artificially low
∆χ2 = 10. In a global fit, this would translate to putting
an additional tenfold weight on the new data. The results
for the new central PDF set are shown as purple lines in
Figs. 3 and 4. With stronger low- and high-x suppression
and mid-x enhancement for gluons, this fit achieves a much
more reasonable goodness-of-fit χ2/Ndata = 0.9 for these
data. For this, substantial help from valence quarks, which get
strong modifications in this case, is also needed. Still, the data
at ηdijet ! −1 are not perfectly reproduced, which might be a
signal of a parametrization issue, as the relative contribution
from the original fit to the total χ2 is decreased with the

lowered ∆χ2. With P/∆χ2 = 3.61, this fit is in a clear
tension with the original CT14 analysis. Of course, once the
correlations in the dijet data are made available, one should
study whether a shift in some of the systematic parameters
could improve the fit at ηdijet ! −1. It is also conceivable that
the residual disagreement is due to the NNLO corrections.

A comprehensive study of possibly conflicting datasets
within CT14 is outside the scope of this article, but as a cross
check we have tested the compatibility of the reweighted
PDFs with the CMS 7 TeV inclusive jet measurements [34]
which are included in the CT14 analysis. For these calcu-
lations we use the pre-computed fastNLO grids [35], set-
ting the renormalization and factorization scales equal to the
transverse momentum pT of the individual jet as in the CT14
analysis. Figure 6 shows the data-to-theory ratio for the NLO
predictions with the CT14 PDFs reweighted with the dijet
data using ∆χ2 = 100. Also the ratios of the original CT14
central predictions with the reweighted ones are indicated.
The data-to-theory agreement happens to be even slightly
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2) THE PROTON BASELINE

study of RpPb using Hessian re-weighting
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Fig. 7 As Fig. 2, but now with pPb data and predictions with EPPS16 nuclear modifications imposed on the CT14 NLO proton PDFs and omitting
the results with µ = Mdijet for clarity. Light blue boxes show the combined uncertainty from the CT14 and EPPS16 PDFs

Fig. 8 As Fig. 4, but now with pPb data and with EPPS16 nuclear modifications imposed on the original and reweighted CT14 PDFs. Only
uncertainties from the free-proton PDFs are shown

CT14+EPPS16 overshoot, but are still compatible with the
data [36].

3.3 Nuclear modification ratio and EPPS16 reweighting

Let us now consider the nuclear modification ratio of the
normalized dijet spectra discussed above, defined as

Rnorm.
pPb =

1
dσ pPb/dpave

T
d2σ pPb/dpave

T dηdijet

1
dσ pp/dpave

T
d2σ pp/dpave

T dηdijet
. (35)

As we have seen that the dijet rapidity distributions in pp and
pPb have very similar dependence on the free proton PDFs,
we can expect this dependence to efficiently cancel in the
ratio. This statement is verified in Fig. 9, where we observe
the uncertainty band given by CT14 PDFs to be vanishingly

small. Also the scale uncertainties, while being larger than
the CT14 uncertainties, are small in this observable, implying
that MHOUs can be expected to be small as well. This leaves
the nuclear modifications as the dominant source of theory
uncertainty.

We observe that the CMS data and EPPS16 predictions
are in good agreement within the uncertainties. This does
not come as a surprise, as part of these data, namely the
high-pave

T part of the pPb cross section [37], were used in
the EPPS16 fit. Still, this agreement is not trivial as with
the new pp baseline and being a more differential measure-
ment, these Rnorm.

pPb data contain plenty of new information
compared to the 7 data points of forward-to-backward ratios
included in the EPPS16 analysis. As was anticipated above,
the data points at forward rapidities deviate from the cen-
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Fig. 11 The impact of reweighting the EPPS16 nPDFs with the data
on the nuclear modification ratio of the dijet spectra. The original and
reweighted EPPS16 nuclear modifications for the lead nucleus are pre-

sented at the parametrization scale Q2 = 1.69 GeV2. For better visi-
bility, the s-quark modifications are presented with a different vertical
axis scaling

Fig. 12 The EPPS16 gluon
nuclear modifications in Pb at
the scales Q2 = 10 GeV2 and
Q2 = 104 GeV2 before and
after reweighting with the dijet
data

changes very little between the last and second-to-last ηdijet
data point, and thus such a steep drop as that suggested by
the data is difficult to attain. This is because the DGLAP
evolution efficiently smooths out even steep structures in the
gluon nuclear modification, as can be seen in Fig. 12 where
we show the gluon nuclear modifications evolved to higher
scales. We also note that the systematic uncertainty dom-
inates in the last ηdijet bins, and thus taking into account
the data correlations, once available, could improve the fit
quality. These findings should, in the future, be contrasted
also with the recent ATLAS conditional yield measurement,
where an order of 10–20% nuclear suppression for dijets was
found in the most forward configuration [39].

Also at large x , the reweighted gluon modifications are
better constrained than in the original EPPS16 analysis. The
new central set has RPb

g closer to unity at x around 0.7. This
is partly enforced by momentum sum rule in combination
with the stiffness of the EPPS16 fit function and the deep-
ened small-x shadowing. In any case, the uncertainty remains
large, and either an enhancement or a suppression for gluons
is possible in this region. On this basis, the conclusion made

in Ref. [4], that the dijet data would give evidence of large-x
gluon suppression, seems premature. This claim was based
on comparison of the data with EPS09 [40] and DSSZ [41]
nPDFs, where the former, with gluon suppression at large x ,
agreed well with the data at backward rapidities, but the lat-
ter, having the nuclear gluons unmodified, did not. However,
going towards backward rapidities, and thus larger x from the
Pb side, the contribution of nuclear quarks to the dijet cross
section grows rapidly. Hence the difference in predictions
with EPS09 and DSSZ in this region has a large contribution
from different valence quark modifications. As DSSZ has
much smaller large-x suppression for valence quarks than
EPS09 (see e.g. Ref. [42]), this also partly explains the dif-
ference in the dijet predictions of Ref. [4].

On these grounds, it might appear surprising that the dijet
data are not able to constrain the valence quark modifications
at all, as can be seen from the first two panels in Fig. 11. The
reason for this is that due to smallness of isospin correc-
tions [43], the backward dijet data mainly probe the average
valence modifications,
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3) THE PARAMETRISATION

4) THE THEORETICAL CALCULATION

5) THE FITTING

initial scale

how many flavours, how flexible

recover the proton for A=1

perturbative order: LO, NLO, etc, and meaning of it

heavy flavour scheme (FFNS, ZM-VFNS, GM-VFNS)

nuclear effects in the deuteron?

final state effects for hadrons? 

define the χ2, error treatment

weights for certain data sets

finding the best tolerance
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define the χ2, error treatment
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Existing data can only go so far, so what do we need to have precise nPDFs?
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nPDFs @ future colliders
ideally we should have a “nuclear HERA” 
and scan the whole kinematic range for 
many nuclei

hopefully EIC + LHeC + FCC-he

but also RHIC (STAR forward upgrade + 
sPHENIX)

JLAB

AFTER@LHC

other existing data

http://after.in2p3.fr/after/index.php/Main_Page
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use of heavy-flavours (also proposed for AFTER)

PRL 121 (2018) no.5, 052004 (based on the method of EPJ C77, 1 (2017)), 
see also JHEP 05 (2020) 037

x ≃ 0.1. This can be seen in Figs. 1(e) and 1(f) where the
error band after reweighting is smaller and more clearly
separated from unity. The analyzed LHC heavy quark
(onium) data cover the x region 7 × 10−6 ≲ x≲ 0.1. It is an
interesting question how much of the antishadowing can be
explained by direct data constraints in the region x≲ 0.1
and how much of the effect is indirectly driven by the

momentum sum rule correlating a strong suppression at
small x with an enhancement in the antishadowing region.
We leave this question open for a future publication.
Finally, we consider the global coherence of the HF

constraints with other data (to be) included in nPDF global
fits. We do it with nCTEQ15 of which 2 of us are authors.
We thus have all the data at hand. First, let us observe that

FIG. 1. Selected RpPb results before and after reweighting for (a) prompt D 0, (b) prompt J=ψ , (c) B → J=ψ , (d) ϒð1SÞ as well as the
final reweighted nPDF uncertainties (e) nCTEQ15 and (f) EPPS16 with constraints from both RpPb vs PT;H and yc:m:s:;H data. The shown
experimental data are from Refs. [89,93,94,99,100]. The error bands due to nPDF uncertainty are given at 68% C.L.

PHYSICAL REVIEW LETTERS 121, 052004 (2018)

052004-4

relies on the 
assumption that 
the only nuclear 
modification 
appears on the 
PDFs

heavy flavour 
meson production 
extracted from 
the p+p LHC data
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inclusive dijet photoproduction in UPCs in A+A at the LHC

ATLAS CONF Note, ATLAS-CONF-2017-011 
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Figure 14: Double-di�erential cross-section d2�̃/dHT dz� as a function of z� for di�erent bins of HT. The cross-
sections are scaled by successive powers of 10 to improve visibility. The dashed lines represent the cross-section
from P�����+STAR����� scaled to have the same integral as the data within the fiducial region of the measurement.
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have zero neutrons in one direction and one or more neutrons in the opposite direction, referred to as the
“0nXn” event topology. The photon-going direction is defined to be the direction in which zero neutrons
are observed. Background events are removed by requiring a minimum rapidity gap in this direction
and requiring that there is no large gap in the opposite direction. Corrections are applied to account
for signal events removed by these requirements, and thus they are not part of the fiducial definition
of the measurement. Event-level observables are constructed from all jets having transverse momenta
pT > 15 GeV and pseudo-rapidities |⌘ | < 4.4. Events are required to have two or more such jets and at
least one jet with pT > 20 GeV. The jets are used to define the event-level variables:
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where i runs over the measured jets in an event, E and ~p represent jet energies and momentum vectors,
respectively, and pz represents the longitudinal component of the jet momenta. The signs of pz are chosen
to be positive in the photon-going direction. A further requirement is imposed that the jet-system mass,
mjets, satisfies mjets > 35 GeV.

The di�erential cross-sections are measured as a function of HT and

z� ⌘
mjetsp

s
e
+yjets , xA ⌘

mjetsp
s

e
�yjets . (2)

In the limit of 2! 2 scattering kinematics, xA corresponds to the ratio of the energy of the struck parton
in the nucleus to the (per nucleon) beam energy. z� = x� y, where y is the energy fraction carried by the
photon. For direct processes, x� is unity, while for resolved events, it is the fraction of the photon’s energy
carried by the resolved parton entering the hard scattering.

The remainder of this note is structured as follows: Section 2 describes the ATLAS detector and the
triggers used for the measurements in this analysis. Section 3 describes the data and Monte Carlo (MC)
samples used in the analysis and provides information on how the MC sample obtained from P�����
is re-weighted for use in Pb+Pb collisions. Section 5 describes all aspects of the data analysis and the
measurement of the photo-nuclear dijet production cross-sections. Section 6 discusses the evaluation of
the systematic uncertainties, and Section 7 discusses possible backgrounds to the measurement. Section 8
presents the final results figures with comparison to Monte Carlo and theory. Section 9 summarizes this
note and provides conclusions.

2 ATLAS detector

The measurements described in this note are performed using the ATLAS detector [18] in the Run 2
configuration. They rely on the calorimeter system, the inner detector, the zero degree calorimeters,
and the trigger system. The calorimeters, which cover the pseudo-rapidity range |⌘ | < 4.91, are used
for measuring the jets and for the rapidity gap analysis. The inner detector is used to measure charged
particle tracks over |⌘ | < 2.5. The zero degree calorimeters (ZDCs), which measure neutrons emitted at
1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector

and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).
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FIG. 6. NLO QCD predictions for the ratio of the cross section of dijet photoproduction to that calculated in IA in Pb-Pb UPCs at
√

sNN =
5.02 TeV in the ATLAS kinematics as a function of xA for different HT bins. The shaded bands give the uncertainty of nCTEQ15 nPDFs.

Note that in the future and if/when experimental data be-
come available, to study nuclear modifications of nPDFs one
can directly form the ratio of dijet cross sections measured in
Pb-Pb and proton-proton (pp) UPCs as a function of xA. While
the systematics are highly correlated between bins in xA, the
information on nPDFs is in the shape of the cross section ratio,
see the middle panel of Fig. 7and its discussion above. Also,
while the central Pb-Pb and pp collisions are very different,
Pb-Pb and pp UPCs have comparable multiplicities. Thus, one
can expect that the systematic uncertainties largely cancel in
the nucleus-to-proton cross section ratio.

Finally, the bottom panel of Fig. 7presents the ratio of the
dijet cross section calculated using nCTEQ15 nPDFs to the
one calculated with the central value of EPPS16 nPDFs. The
shaded band quantifies the uncertainty of the nCTEQ15 fit.
One can see from the panel that the two parametrizations of
nPDFs give similar predictions, which differ by at most 5%
for all but one values of xA. We have also explicitly checked
that the use of nPDFs calculated in the model of leading twist

nuclear shadowing [32] gives similarly close predictions for
the dijet photoproduction cross section.

In our calculations, following the standard prescription for
setting the hard scale in QCD calculations, we used µ = 2ET,1
in Eq. (1). In detail, we performed calculations using µ =
(ET,1/4, ET,1/2, ET,1, 2 ET,1, 4ET,1) both at NLO and LO and
found that (i) the integrated cross section of inclusive dijet
photoproduction at NLO as a function of µ is approximately
constant is the vicinity of µ = 2ET,1, (ii) while the NLO cross
section slightly increases with an increase of µ up to 2ET,1
and then starts to decrease again, the LO cross section steeply
decreases monotonically, and (iii) the values of the two cross
sections are close around µ = 2ET,1. Therefore, µ = 2ET,1 in
Eq. (1) corresponds to the choice, which is most numerically
stable against higher-order corrections.

In this work, we used the framework of collinear factoriza-
tion and NLO perturbative QCD to examine the sensitivity
of the dijet photoproduction cross section to nuclear mod-
ifications of PDFs. Alternatively, one can use this process
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accessible transverse momenta of the photon, i.e., 
few times 10-3 < x < few times 10-2. The relevant 
scale Q2 is set be ~ pT

2 and ranges from 6 GeV2 to 
about 40 GeV2. Like all other inclusive probes in 
p+p and pA collisions, e.g., jets, no access to the 
exact parton kinematics can be provided event-by-
event but global QCD analyses easily account for 
that. After the p+Au run in 2023, the statistical 
precision of the prompt photon data will be suffi-
cient to contribute to a stringent test of the univer-
sality of nuclear PDFs when combined with the 
expected data from an EIC (see Figure 2.22 and 
2.23 in Ref [110]). 

Figure 4-5 shows the kinematic coverage in x–
Q2 of past, present, and future experiments capa-

ble of constraining nuclear parton distribution 
functions. The experiments shown provide meas-
urements that access the initial state parton kine-
matics on an event-by event basis (in a leading 
order approximation) while remaining insensitive 
to any nuclear effects in final state. Some of the 
LHC experiments cover the same x-range as DY 
at forward pseudo-rapidities at RHIC but at a 
much higher scale Q2, where nuclear modifica-
tions are already significantly reduced [108,111]. 
At intermediate Q2, DY at RHIC will extend the 
low-x reach by nearly one decade compared to 
EIC.

 

 

 
 
 
 
 
 
Figure 4-5: The kinematic coverage in 
x–Q2 of past, present and future exper-
iments constraining nPDFs with ac-
cess to the exact parton kinematics 
event-by-event and no fragmentation 
in the final state. 
 

 
The biggest challenge of a DY measurement is 

to suppress the overwhelming hadronic back-
ground: the total DY cross-section is about 10-5 to 
10-6 smaller than the corresponding hadron pro-
duction cross-sections. Therefore, the probability 
of misidentifying a hadron track as a lepton has to 
be suppressed to the order of 0.1% while main-
taining reasonable electron detection efficiencies. 
To that end, we have studied the combined elec-
tron/hadron discriminating power of the proposed 
forward tracking and calorimeter systems. It was 
found that by applying multivariate analysis tech-
niques to the features of EM/hadronic shower de-
velopment and momentum measurements we can 
achieve hadron rejection powers of 200 to 2000 
for hadrons of 15 GeV to 50 GeV with 80% elec-
tron detection efficiency. 

The left panel in Figure 4-6 shows the normal-
ized background yields along with the expected 
DY production and their uncertainties for a deliv-
ered luminosity of 2.3 pb-1 and assuming the per-

formance of the upgraded forward instrumentation 
as described in detail in Section 5. The green band 
represents the statistical uncertainties of the back-
ground yield and its shape. The right panel shows 
the DY signal to QCD background ratio as a func-
tion of the lepton pair mass. 
The same procedure as for the direct photon RpA 
was used to study the potential impact of the DY 
RpA data. For the DSSZ and EPS-09 sets of nPDFs 
both the predicted nuclear modifications and the 
current uncertainties are very similar. This is be-
cause both groups use the same DIS and DY data 
without any special weight factors in constraining 
sea-quarks. As can be inferred from Figure 4-7 we 
expect again a significant impact on the uncertain-
ties of RpA DY upon including the projected and 
properly randomized data. Clearly, the DY data 
from RHIC will be instrumental in reducing pre-
sent uncertainties in nuclear modifications of sea 
quarks. Again, these data will prove to be essen-
tial in testing the fundamental universality proper-
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RHIC has the unique opportunity to provide data 
in a kinematic regime (moderate Q2 and medium-
to-low x) where the nuclear modification of the 
sea quark and the gluon is expected to be sizable 
and currently completely unconstrained. In addi-
tion, and unlike the LHC, RHIC can vary the nu-
cleus in p+A collisions and as such also constrain 
the A-dependence of nPDFs.  

    The two golden channels to achieve these 
goals at RHIC are a measurement of RpA for Drell-
Yan production at forward pseudo-rapidities with 
respect to the proton direction (2.5 < ηp < 4.5) to 

constrain the nuclear modifications of sea-quarks 
and of RpA for direct photon production in the 
same kinematic regime to constrain the nuclear 
gluon distribution. The first measurement of RpA 

for direct photon production has been done al-
ready during the p+Au and p+Al runs in 2015, 
with a recorded luminosity of LpAu = 0.45 pb-1 
(STAR and PHENIX) and LpAl = 1 pb-1 (STAR), 
respectively. The anticipated statistical precision 
for pA runs in 2015 and projections for a run in 
2023 are shown in Figure 4-3. 

  

 

 
 
Figure 4-3: Projected statistical uncertainties for RpAu for 
direct photons in Run-2015 (light blue) and a run in 2023 
(blue) and the sum of both (dark blue). The recorded lu-
minosity for Run-2015 was LpAu = 450 nb-1 and Lpp = 100 
pb-1. The delivered luminosity for Run-2023 is assumed to 
be LpAu = 1.8 pb-1 and Lpp = 300 pb-1. A p+Al run of 8 
weeks in 2023 would have matched parton luminosity 
resulting in an equal statistical precision. 

 

 

 
 
 
Figure 4-4: The impact of the direct 
photon RpA data measured in Run-
2015 (blue band) and for the antici-
pated statistics for a future p+Au run 
in 2023 (dark blue band) compared 
with the current uncertainties (cyan 
band) from DSSZ (left) and EPS-09 
(right). 

 
Figure 4-4 shows the significant impact of the 

Run-2015 RpA for direct photon production and a 
future run in the 2023 on the corresponding theo-
retical expectations and their uncertainties ob-
tained with both the EPS09 and DSSZ sets of 
nPDFs. The uncertainty bands are obtained 
through a reweighting procedure [109] by using 

the projected data shown in Figure 4-3 and ran-
domizing them according to their expected statis-
tical uncertainties around the central values ob-
tained with the current set of DSSZ nPDFs. These 
measurements will help significantly in further 
constraining the nuclear gluon distribution in a 
broad range of x that is roughly correlated with 
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ty of nPDFs in the future when EIC data become 
available. 

STAR’s unique detector capabilities, i.e., the 
FMS+FPS and the Roman Pot detectors, provided 
the first data on J/ψ-production in ultra-peripheral 
collisions for the 2015 polarized p+Au run. Like 
direct photon measurements, the J/ψ is detected 
through its leptonic decay channel to study solely 
the effects of strong interactions in the initial state 
[112]. This measurement provides access to the 
spatial gluon distribution by measuring the t-

dependence of dσ/dt. As follows from the optical 
analogy, the Fourier-transform of the square root 
of this distribution yields the source distribution 
of the object probed. To study the gluon distribu-
tion in the gold nucleus, events need to be tagged 
where the photon is emitted from the proton. For 
both observables a measurement with different 
nuclei is required to pin down the A-dependence 
of nPDFs. The J/ψ-production in ultra-peripheral 
collisions requires significantly more statistics 
than accumulated to date. 

 

  
Figure 4-6: (left) DY signal and background yield from 2.3 pb-1 p+Au 200 GeV collisions. (right) The expected RpA 

based on the 2.3 pb-1 p+Au and 383 pb-1 p+p reference data. 
 

 

 
 
 
 
 
Figure 4-7: The impact of the 
DY RpA data for the anticipat-
ed statistics for a p+Au run in 
2023 (dark blue band) com-
pared to the current uncer-
tainties (cyan band) from 
DSSZ and EPS-09. 
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better estimate of the true correlations. From Fig. 6 we see
that the gluon distribution at small x is anticorrelated with
the forward Drell-Yan cross sections and at larger x we see
a positive correlation. The main reason for the small-x
anticorrelation is the direct contribution from the quark-
gluon scattering, present at NLO and beyond, which is
negative and clearly non-negligible. In our case, this
amounts to ∼15–45% of the cross sections with all partonic
channels included. This contribution becomes increasingly
important towards low x2 and higher M. The large-x
positive correlation persists also in a leading-order calcu-
lation so it is due to the indirect constraints from the scale
evolution and momentum sum rule. Because the qq̄
channel dominates the cross sections, the correlation with
the gluon PDF is moderate but can reach almost up to
∼40% at small x. Below x ∼ 10−3 the correlation begins to
decrease as this region is beyond the kinematic reach of the
projected experimental acceptance. In part, the residual
nonzero correlations x≲ 10−3are due to the assumed form
of the small-x fit function, but the momentum conservation
and evolution effects also place indirect constraints. All in
all, we can conclude that the Drell-Yan production at
forward kinematics is indeed sensitive to the small-x gluon
PDFs.
We note that the dijet and photon-jet pseudodata probe

the mid- and high-x part of the nuclear PDFs. The
uncertainties for these two observables are dominated by
the assumed 5% uncorrelated bin-to-bin systematic error
and the obtained improvements in nuclear PDFs are
dictated by this assumption. If systematic uncertainties
like those achieved in pþ Pb collisions at the LHC [32]
could be reached, the impact would be clearly larger. In
addition, the systematic uncertainty of the LHC measure-
ments is almost always of a correlated nature, but such
correlation is difficult to estimate in advance. All in all,
assuming a 5% uncorrelated systematic uncertainty appears
thus a reasonable test scenario which should not overstate
the constraining power.

IV. CONSTRAINING THE A DEPENDENCE OF
NUCLEAR PDFs WITH LIGHTER IONS

The mass-number (A) dependence of the current nuclear
PDFs is not well known: direct constraints exist only for
large-x valence quarks and intermediate-x sea quarks. On
the one hand, e.g., in the EPPS16 analysis, the guideline
has been that the nuclear effect should be larger for larger
nuclei at the parametrization scale Q¼ mcharm which then
tends to lead to physically sound A systematics also at
larger Q. On the other hand, in the recent nuclear-PDF
analysis by the NNPDF Collaboration [18] there is less
direct control over the A dependence and thus the nuclear
effects from one nucleus to another can fluctuate signifi-
cantly. Due to the pþ Pb and Pbþ Pb collisions program
at the LHC, the near-future improvements on nuclear PDFs
are bound to be driven by the Pb nucleus. For example, the

FIG. 5. Effects of PDF profiling for EPPS16. The light-
blue bands (‘EPPS16”) are the original EPPS16 errors and
the darker bands (“EPPS16þ CB”) are those after profiling
with the central-barrel pseudodata. The results of adding also
the forward-instrumentation data are shown as green bands
(“EPPS16þ CBþ FI”).
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FIG. 6. Correlation cosine between the gluon PDF at
Q2¼ 10 GeV2 and small-x2Drell-Yan cross sections.
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with pseudo data @ EIC
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we only checked the impact on the gluon (but also affects other partons)


inclusive DIS constrains the gluon at low x, not at high x (unsurprisingly)


charm cross-section has an enormous impact on the high x gluon
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inclusive jet production in e+A

~ 60% of the cross-section at low scales


~ 60% of the cross-section for x < 0.01

gluon initiated processes give

predictions are already quite precise, but would still be
improved at an EIC by a factor of up to 5.

V. CONCLUSION AND OUTLOOK

Let us therefore nowcome to our conclusions. In this paper,
we have made predictions for inclusive-jet production in
electron-ion collisions at a possible future EIC. Our goal was
in particular to establish the benefit that such a collider might
have on amore precise determination of nuclear PDFs, which
is not only required to enhance our knowledge of quark and
gluon dynamics in the nucleus, but also to allow for a reliable
extraction of hot nuclear matter properties after a proper
subtraction of cold nuclear effects. Theoretically, our calcu-
lations were based on a full NLO and an approximate NNLO
calculation, implemented in the program JetViP. While
the NLO corrections were large, in particular at low pertur-
bative scales, perturbative stability was restored at aNNLO
in line with expectations from full NNLO calculations.
Phenomenologically, we have established that measurements
of inclusive-jet production at an EIC would extend the

kinematic ranges to Q2 ≤ 103 GeV2 and x ≥ 10−4 similarly
to inclusive DIS and allow us to reduce the uncertainty on
nuclear PDFs, in particular the one of the gluon at low x, by
factors of 5 to 10. This improvement would probably not be
possible in inclusive DIS alone, but would alternatively
require additional charm tagging possibilities.
Future calculations could properly include jet mass

effects in the aNNLO calculation [41] (although as we
have seen the impact of these corrections is small) and
extend the present study to dijet production, which would
allow for more complete kinematic constraints. More
differential studies of single, two and three jets and their
shapes at the EIC might help to establish if they are
modified in eA collisions compared to ep collisions,
similarly to the modification of the pion fragmentation
function in AA collisions and possible collective effects in
pA collisions. It would then become possible to investigate
transport properties of the cold nuclear medium and test the
strong gluon field paradigm [42]. Finally, even transverse-
momentum-dependent distribution functions (TMDs) of
gluons in protons and nuclei might become accessible in

FIG. 5. Same as Fig. 4 for the nCTEQ15 fit including also inclusive pion data from D-Au collisions at BNL RHIC, and for the central
EPPS16 fit (dotted green lines) to—in particular—dijet data from the LHC as well as the corresponding (green) error bands.
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dijet photoproduction in e+A

gluon initiated processes give ~ 50% 

of the cross-section for 0.1 < x < 0.3 

(the anti-shadowing region)

PRD97, 114013 (2019)

EIC, as the simulated data have error bars that are still by
about a factor of 5 smaller than the current theoretical
uncertainties.
The current knowledge (or prejudice) on the nuclear size

dependence of the PDFs is presented in Fig. 5 as ratios of

Pb-208 over C-12 PDFs for up quarks (left) and gluons
(right) as a function of parton momentum fraction xA and at
a factorization scale μA ¼ 6 GeV relevant for the cross
sections discussed in this paper. The DIS data on different
targets, in particular from the CERN NMC experiment,

FIG. 4. Same as Fig. 3 for the nCTEQ15 fit including also inclusive pion data from D-Au collisions at BNL RHIC, and for the central
EPPS16 fit (dotted green lines) to, in particular, dijet data from the CERN LHC as well as the corresponding (green-shaded) error bands.

FIG. 5. Ratios of nuclear PDFs for Pb-208 over C-12 for up quarks (left) and gluons (right) at μA ¼ 6 GeV using the nCTEQ15 (full
black line) and EPPS16 (dotted green line) fits and their associated nuclear PDF uncertainties (red-shaded and green-shaded bands).

NUCLEAR PARTON DENSITY FUNCTIONS FROM DIJET … PHYS. REV. D 97, 114013 (2018)

114013-7

see also: arXiv:2003.09129 [hep-ph]
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study the impact of semi-inclusive data on the initial state densities? 

JAM Collaboration, PRD 101 (2020) 7, 074020
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NNPDF3.0 best fit.
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blue band, respectively. The inverse color scheme is used in the case of parton-to-kaon FFs. All results are shown at a scale
of Q2 ¼ 10 GeV2.
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with pseudo data @ LHeC
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Figure 6.1: Kinematic regions in the x � Q
2 plane explored by di↵erent data sets (charged lepton and

neutrino DIS, DY, dAu at RHIC and pPb at the LHC) used in present nPDF analyses [495], compared
to the ones achievable at the EIC (red), the LHeC (ERL against the HL-LHC beams, dark blue) and two
FCC-eh versions (with Pb beams corresponding to proton energies Ep = 20TeV - green and Ep = 50TeV
- light blue). Acceptance of the detector for the electrons is taken to be 1�

< ✓ < 179�, and 0.01(0.001) <

y < 1 for the EIC (all other colliders). The saturation scale Qsat shown here for indicative purposes
only, see also [496], has been drawn for a Pb nucleus considering an uncertainty ⇠ 2 and a behaviour
with energy following the model in [497]. Note that it only indicates a region where saturation e↵ects are
expected to be important but there is no sharp transition between the linear and non-linear regimes.

of new details of the nuclear structure. Similarly to the proton case, DVCS and exclusive
vector-meson production will provide unique insight into 3D nuclear structure.

• The LHeC will o↵er unprecedented opportunities to extract di↵ractive parton densities
in nuclei for the first time. A first detailed analysis [333] indicates that the achievable
precision on di↵ractive PDFs in nuclei will be comparable to that possible in the proton
case. The measurements of di↵raction on protons and nuclei as well as the inclusive
structure functions in the nuclear case will allow us to explore the very important relation
between nuclear shadowing and di↵raction [498].

• The LHeC will be able to test and establish or exclude the phenomenon of parton saturation
at low x in protons and nuclei. According to the Color Glass Condensate framework [499,
500], parton saturation is a density e↵ect that can be achieved in two ways, either by
decreasing the value of x or by increasing the size of the target by increasing A. The
LHeC will be a unique machine to address both of their variations, such that the ideas of
saturation could be precisely tested. It will be possible to search for parton saturation in
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Figure 6.2: Left: kinematic x � Q
2 plot of the NC+CC pseudodata on a proton at the LHeC (red

symbols) and the FCC-eh (green symbols) used in the xFitter analysis in Section 6.2.3; data used in
analysis at HERA (black symbols) are shown for comparison. Right: kinematic x � Q

2 plot of the
pseudodata on Pb used in the EPPS16 analysis at the LHeC (NC+CC, light blue symbols, and charm,
dark blue symbols) in Section 6.2.2, and in the xFitter analysis in Subsec. 6.2.3 (at the LHeC, red symbols,
and the FCC-eh, green symbols); the regions explored by currently available data sets (charged lepton
and neutrino DIS, DY, dAu at RHIC and pPb at the LHC) used in present nPDF analyses [495] are
shown for comparison.

A study was made of the possible measurements of the anti-strange density in nuclei (see Fig. 6.3)
using impact parameter tagging in eA CC scattering, and of the charm and beauty structure
functions in NC (see Fig. 6.4). Following experience on heavy flavour tagging at HERA and
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Figure 6.3: Simulation of the measurement of the (anti)-strange quark distribution xs̄(x, Q
2) in charged

current eA scattering through the t-channel reaction W
�

s̄ ! c. The data are plotted with full systematic
and statistical errors added in quadrature.

ATLAS, assumptions were made on the charm and beauty tagging e�ciencies to be 10% and
60 %, respectively. The light quark background in the charm analysis is assumed to be control-
lable to per cent level, while the charm background in the beauty tagging sample is assumed
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Figure 6.6: Top: Simulated ratios of neutral-current reduced cross sections between ePb and ep colli-
sions compared with the predictions from a EPPS16-type global fit of nuclear PDFs using an extended
parametrisation for gluons. Middle: Charged-current cross section ratios. Bottom: Neutral-current
charm-production cross section ratios.
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Figure 6.7: As Figure 6.6 but with fit results after including the LHeC pseudodata in the global analysis.
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Figure 6.4: Left: Simulation of the measurement of the charm quark distribution expressed as F
c

2 =
e
2
c
x(c + c̄) in neutral current eA scattering; Right: Simulation of the measurement of the bottom quark

distribution expressed as F
b

2 = e
2
b
x(b+ b̄) in neutral current eA scattering. The data are plotted with full

systematic and statistical errors added in quadrature.

to be 10 %. The tagging e�ciencies and background contaminations a↵ect the statistical error.
Moreover, an additional systematic error is assumed in the simulated NC (CC) measurements
of 3 (5) %. These result in very promising measurements of the heavier quark distributions: to
about 10 � 20 % total uncertainty on the strange and 3 � 5 % on the charm and beauty mea-
surements, for typically x between 10�4 and 0.1 and Q

2 extending from below threshold m
2
Q

up

to a few times 104 GeV2. The knowledge of the heavy quark densities is of prime relevance for
understanding nuclear structure and the development of QCD as has often been emphasised.

6.2.2 Nuclear gluon PDFs in a global-fit context

To illustrate the impact of the LHeC ePb pseudodata in the global context, they have been
added [523] into the EPPS16 global analysis of nuclear PDFs [495]. The EPPS16 strategy is

to parametrise the nuclear modification ratios Ri(x, Q
2) between the bound-proton PDFs f

p/Pb

i

and proton PDFs f
p
i
,

Ri(x, Q
2) ⌘ f

p/Pb

i
(x, Q

2)

f
p
i
(x, Q2)

, (6.2)

at the charm mass threshold Q
2 = m

2
charm

= (1.3 GeV)2. At higher Q
2 the nuclear PDFs are

obtained by solving the standard DGLAP evolution equations at next-to-leading order in QCD.
As the LHeC pseudodata reach to significantly lower x than the data that were used in the
EPPS16 analysis, an extended small-x parametrisation was used for gluons, see Figure 6.5. The
framework is almost identical to that in Ref. [524]. The introduced functional form allows for
rather wild – arguably unphysical – behaviour at small-x where e.g. significant enhancement is
allowed. This is contrary to the theoretical expectations from the saturation conjecture and looks
also to be an improbable scenario given the recent LHCb D and B meson measurements [525,526]
which impressively indicate [527] gluon shadowing down to x ⇠ 10�5 at interaction scales as low
as Q

2 ⇠ m
2
charm

. On the other hand, given that there are no prior DIS measurements in this
kinematic range for nuclei other than the proton, and that the D and B meson production in
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Figure 6.8: Upper panels: The gluon nuclear modification for the Pb nucleus at Q
2 = 1.69 GeV2 in

EPPS16* (left), LHeC analysis without charm pseudodata (middle), and full LHeC analysis (right). The
blue bands mark the total uncertainty and the green dotted curves correspond to individual Hessian error
sets. Lower panels: As the upper panels but at Q

2 = 10GeV2.

nuclear size dependence in the parameters for the initial condition for DGLAP evolution. Such
nPDFs can then be used for comparing to those obtained from global fits and for precision tests
of collinear factorisation in nuclear collisions.

The fits are performed using xFitter [532], where 484 (150) NC+CC Pb data points at the LHeC
(FCC-eh) have been used in the fitted region Q

2
> 3.5 GeV2, see Fig. 6.2. A HERAPDF2.0-

type parametrisation [44] has been employed to provide both the central values for the reduced
cross sections (therefore, the extracted nuclear modification factors are centered at 1) and the
fit functional form; in this way, neither theory uncertainties (treatment of heavy flavours, value
of ↵s, order in the perturbative expansion) nor the uncertainty related to the functional form
of the initial condition – parametrisation bias – are considered in our study, in agreement
with our goal of estimating the ultimate achievable experimental precision in the extraction of
nPDFs. We have worked at NNLO using the Roberts-Thorne improved heavy quark scheme,
and ↵s(m2

Z
) = 0.118. The treatment of systematics and the tolerance ��

2 = 1 are identical to
the approach in the HERAPDF2.0 fits, as achievable in a single experiment.

The results for the relative uncertainties in the nuclear modification factors are shown in Figs. 6.9,
6.10 and 6.11 for valence, sea and gluon, respectively. The uncertainties in these plots reflect
the assumed uncertainties in the pseudodata, both statistics (mainly at large x) and systematics
from detector e�ciencies, radiative corrections, etc., see Sec. 6.2.1. As expected, the uncertainty
in the extraction of the valence at small x is sizeably larger than that for the sea and gluon.

While a very high precision looks achievable at the LHeC and the FCC-eh, for the comparison
with EPPS16 (or any other global fit) shown in the plots and with previous results including
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Figure 6.9: Distributions (left) and their relative uncertainties (right) of the valence u-quark density in
the proton (top), Pb (middle) and the corresponding nuclear modification factor (bottom) in an analysis
of ep and ePb LHeC and FCC-eh NC plus CC pseudodata using xFitter (both a single set of data and
all combined), compared to the results of EPPS16 [495], see the text for details.
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Figure 6.10: Distributions (left) and their relative uncertainties (right) of the sea quark density in the
proton (top), Pb (middle) and the corresponding nuclear modifications factor (bottom) in an analysis of
ep and ePb LHeC and FCC-eh NC plus CC pseudodata using xFitter (both a single set of data and all
combined), compared to the results of EPPS16 [495] for ū, see the text for details.
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Figure 6.9: Distributions (left) and their relative uncertainties (right) of the valence u-quark density in
the proton (top), Pb (middle) and the corresponding nuclear modification factor (bottom) in an analysis
of ep and ePb LHeC and FCC-eh NC plus CC pseudodata using xFitter (both a single set of data and
all combined), compared to the results of EPPS16 [495], see the text for details.
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Figure 6.10: Distributions (left) and their relative uncertainties (right) of the sea quark density in the
proton (top), Pb (middle) and the corresponding nuclear modifications factor (bottom) in an analysis of
ep and ePb LHeC and FCC-eh NC plus CC pseudodata using xFitter (both a single set of data and all
combined), compared to the results of EPPS16 [495] for ū, see the text for details.
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Figure 6.11: Distributions (left) and their relative uncertainties (right) of the gluon density in the
proton (top), Pb (middle) and the corresponding nuclear modifications factor (bottom) in an analysis of
ep and ePb LHeC and FCC-eh NC plus CC pseudodata using xFitter (both a single set of data and all
combined), compared to the results of EPPS16 [495], see the text for details.

LHeC pseudodata in that setup, see Sect. 6.2.2 and [523,524], some caution is required. First, the
e↵ective EPPS16 tolerance criterion ��

2 ' 52 implies that naively the uncertainty bands should
be compared after rescaling by a factor

p
52. Second, the treatment of systematics is rather

di↵erent, considering correlations in the xFitter exercise and taking them as fully uncorrelated
(and added quadratically to the statistical ones) in the EPPS16 approach. Finally, EPPS16
uses parametrisations for the nuclear modification factors for di↵erent parton species while in
xFitter just the (n)PDF combinations that enter the reduced cross sections are parametrised
and employed for the fit 3. With all these considerations in mind, the results shown in this
Section are fully compatible with those in the previous one.

6.3 Nuclear di↵raction

In Sec. 3.4 we have discussed specific processes which will probe the details of the 3D structure
of the proton. The same processes can be studied in the context of electron-ion scattering
and used to learn about the partonic structure of nuclei. Inclusive di↵raction on nuclei can
provide important information about the nuclear di↵ractive parton distribution similarly to the
di↵raction on the proton, see Sec. 4.3. Di↵ractive vector meson production can be studied in
the nuclear case as well, e.g. within the framework of the dipole model suitable for high energy
and including non-linear e↵ects in density. In the nuclear case though, one needs to make a
distinction between coherent and incoherent di↵raction. In the coherent process, the nucleus

3In this respect let us note that, in analogy to proton PDFs, a full flavour decomposition can be achieved
using both NC and CC with heavy flavour identification that will verify the existing ideas on flavour dependence
of nuclear e↵ects on parton densities [521].
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Valence unconstrained at low x 
Sea unconstrained at high x 
At such low x already HERA data seems to need resummation (see talk by 
A. Cooper-Sarkar: https://indico.fnal.gov/event/44075/contributions/189702/attachments/

132103/162127/snowmass21_lowx.pdf) 
Maybe new phenomena will appear 
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https://indico.fnal.gov/event/44075/contributions/189702/attachments/132103/162127/snowmass21_lowx.pdf
https://indico.fnal.gov/event/44075/contributions/189702/attachments/132103/162127/snowmass21_lowx.pdf
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Summary
There are any different sets of nPDFs available (all “good” fits).


The limited kinematic coverage of the data severely hampers the 
extraction of nPDFs.


New and “new” data are not as sensitive to the nPDFs as e+A, or lie 
outside the kinematic cuts.


For some observables the inclusion in fits require extra considerations 
from the theory side.

“… the data have rather small Q2 values in a restricted Q2 range at small 
x. It suggests that it is difficult to determine the nuclear gluon 

distributions from the scaling violation at small x. In order to obtain 
the smaller x or larger Q2 data than those in Fig. 2, we should wait for 

a next generation project such as HERA-eA [26] or eRHIC [27].”

HKM, PRD64 
(2001) 034003
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